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EXECUTIVE SUMMARY

To determine the basic research needs for computational subsurface sciences, the

U.S. Department of Energy (DOE) Office of Science (SC) organized a Computational
Subsurface Sciences Workshop. The workshop was held in Bethesda, Maryland, during January
9-12, 2007. Collaborating DOE offices were SC, the Office of Environmental Management
(EM), the Office of Fossil Energy (FE), and the Office of Civilian Radioactive Waste
Management (RW). The purpose of the workshop was to obtain community input on
computational science research needs and opportunities in the subsurface sciences and related
areas, with a focus on developing a next generation of numerical models of subsurface flow and
process simulation. Highlighted areas included potential terascale (and future petascale)
computational algorithms to enable high-fidelity subsurface simulation models that fully couple
key physical, chemical, geological, and biological processes with new capabilities to quantify
and reduce model uncertainty.

CROSSCUTTING FINDINGS AND CHALLENGES

During the course of the workshop, nearly all of the breakout groups discussed the following
crosscutting findings and challenges.

Uncertainty Analysis

Significant uncertainties are inherent in the analysis of subsurface systems. The challenge is to
develop effective tools for analyzing the uncertainty of complex, large, multi-physics, multi-
scale systems. We need to develop effective computational methods to 1) assess uncertainty in
inputs and models, 2) propagate uncertainty and variability through models, and 3) mitigate the
effects of uncertainty.

New Multi-Scale Computational Tools

Current up-scaling techniques to couple across scales generally are not adequate for coupled
nonlinear processes in heterogeneous media. New computational tools are needed for linking
scales and representing processes to obtain high-fidelity predictions beyond the range of
conditions and scales at which the models and parameterizations were developed.

High-Fidelity Simulations

This is an opportune time for the subsurface sciences to benefit from advances in
high-performance computing, data management, and data visualization. Advances in
high-performance computing will enable a new generation of high-fidelity subsurface science
simulation models with enhanced physical realism and fewer simplifying approximations. These
new simulation capabilities will boost public confidence and regulatory acceptance of scientific
predictions generated through numerical simulations.
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Increased Collaboration

Increased collaboration between computational scientists and discipline scientists is essential as
the effort goes forward. Especially important is the continued collaborative development of new
high-performance computing enabling technologies designed to meet the specific needs of
subsurface science research. For broad advances in simulation capabilities, we need new parallel
linear and nonlinear solvers, high-performance computing data management and data fusion
tools and methods for visualizing distributed datasets.

PANEL FINDINGS AND PROPOSED RESEARCH DIRECTIONS

The Priority Research Directions identified by the five breakout panels during their two days of
workshop discussions are summarized below.

Integrated Site Characterization

Tools for conceptual model formulation, calibration, engineering design and management, and
decision making are available, but are commonly run serially with little iteration and feedback to
guide decisions regarding site characterization and monitoring. Integration of these processes
could greatly improve decision-making and reduce costs; however, current methods are not
readily scalable for large-scale, multi-process models. We need new protocols and
computational tools for integrating 1) site and process characterizations, 2) site monitoring,

3) conceptual model formulation, 4) model calibration, 5) uncertainty analysis, and 6) decision
optimization. The goal is to develop new computational tools and to link existing tools to
provide an integrated framework for modeling coupled subsurface processes to solve specific
practical engineering problems (e.g., groundwater remediation, CO, sequestration, etc.) to enable
optimization of the design and operation of engineered systems and associated characterization
and monitoring efforts.

Protocols for “Soft” Data

There are different degrees of uncertainty in the subsurface sciences site and process
characterization data (hard to soft). There is a need to assimilate these different data in model
calibration, taking into consideration scale and uncertainty issues. We recommend developing
protocols and computational tools for using data at disparate time and space scales, and for
assimilating “soft” data in model calibration and for assessing associated prediction error. New,
practical algorithms are needed for integration of multiple data types in site and process
characterization.

Optimized Decision Making

It is essential that we develop improved methods to optimize decision-making capabilities about
large-scale subsurface sciences management and develop new methods to update models quickly
with incoming data. These methods must be computationally efficient and should incorporate
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uncertainty related to errors in conceptual models, empirical data, numerical models, and process
characterization. Such methods will provide dramatic improvements over existing

computational methods for complex model analysis and predictive science. These algorithms are
applicable to a wide range of models arising in many disciplines, as they use high-performance
computing to provide a bridge between experimentalists and modelers. Optimizing decisions
under uncertainty will lead to more cost-effective solutions for highly expensive DOE subsurface
undertakings. Data assimilation and calibration feedback will enable rapid utilization of data as
collected.

Cyber Infrastructure

We need to develop 1) strategies for verification and validation of complex models and codes,
2) convergence metrics and measures for stochastic processes, 3) standards for data storage and
programming interfaces, 4) infrastructure and tools for handling large simulations and large
datasets, and 5) a collection of benchmark problems. A database of benchmark problems will
provide a basis for performing model validation and code verification. This effort will provide
guidelines and strategies for model validation and code verification under uncertainty and better
communication of results of validation and verification to decision makers and stakeholders.

New Algorithms for Coupled Phenomena

Coupled subsurface phenomena (e.g., hydraulic, thermal, mechanical, biological and chemical)
are dominated by complex heterogeneities, multi-phase, multi-component flows and interacting,
scale-dependent processes. Existing codes are unable to simulate these phenomena with
sufficient fidelity for optimal decision-making. There is a strong need to develop next-
generation multi-physics subsurface simulation capabilities based on novel coupling and
decoupling strategies combined with emerging discretization and high-performance computing
solver technologies.

High-Performance Computing Data Management

Challenges such as contaminant transport, CO, sequestration, and nontraditional energy
production demand accurate coupled process simulations. The integration of dispersed data
sources and the management of petascale datasets will enable coupled process simulation and the
produce knowledge required by decision makers. Simulating coupled processes at large
temporal and spatial scales is becoming possible today because of significant advances in
computational infrastructure. To develop large-scale, strongly coupled process simulations
requires high-performance computing data storage, data access, and manipulation and
visualization of diverse, dispersed, massive datasets. Petascale data management needs arising
from coupled processes will demand new data intensive computing capabilities. This is an
indispensable paradigm shift for subsurface sciences, with broader application to other scientific
disciplines.

vii



Computational Needs for the Subsurface Sciences April 2007

Improved Multi-Phase Flow Simulators

Current multi-phase flow simulators can handle only a very limited number of fluid components.
Improved modeling of fluid mixtures is needed to assess the impact of CO, sequestration
achieved by injecting flue gas consisting of five or more gases without expensive separation.
Also needed are new compositional models for fluid mixtures and equations of state for fluid
mixtures over wide ranges of temperatures and pressures. This will enable assessment of the
impact of sequestration gas mixtures and injection pressures on reservoir and cap rock
geochemistry. New computational tools for modeling complex fluid mixtures may enable more
economically viable carbon sequestration procedures.

New Algorithms for Parallel Computations

Modeling carbon sequestration requires multiple, coupled sub-models, including multi-phase
flow, reactive transport, geo-mechanical deformation and heat flow, that may operate at different
space and time scales. Coupling of geo-mechanical and geo-chemical modeling is critical to
accurate prediction of cap rock and reservoir integrity in CO, sequestration. We need improved
computational parallelization of coupled process models and must move beyond domain
decomposition to improve interoperability between process models and improve methods of up-
scaling heterogeneous parameters.

Risk Analysis

To satisfy regulators and to gain public acceptance, new computational methods are needed to
calculate risk associated with subsurface sciences prediction in areas such as carbon
sequestration and site remediation. We need to develop efficient, robust risk analysis methods to
capture process complexity and to improve coupling between risk analysis methods, process
models, and monitoring observations.

Community Building

Currently, the subsurface science community is not sufficiently unified. It has been described as
tribal (but friendly). For example, in the area of CO; sequestration, the petroleum industry,
which is a significant player in the subsurface sciences, is under-represented in many
collaborations of interest. To expedite community building, a virtual or distributed subsurface
sciences institute may be useful. We also endorse the concept of one or more web-based,
distributed repositories for storing codes, datasets, and computational tools to facilitate
communication among code authors and application-orientated scientists and engineers. These
repositories should use a framework that provides global access and preserves local control.
Related activities will facilitate collaboration and outreach among the large numbers of
disciplines and research groups necessary to attack the challenging multi-scale, multi-physics
subsurface science problems, such as CO, sequestration, and will accommodate new and
emerging high-performance computing environments.

viii
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High-Fidelity CO, Sequestration Model

Current simulation models are not capable of prediction and optimization of long-term isolation
performance for representative (e.g., FutureGen-scale) CO, storage sites at space and time
resolutions that effectively capture process complexity. Emerging high-performance
computational capabilities have the potential to enable the development of site-specific coupled
process models at previously unattainable time and space resolutions and to deploy protocols for
integrating modeling, site characterization, and monitoring activities. They also will serve to
help determine the level of process and model coupling and grid resolution required for
simulation of large-scale CO, storage applications.

Physically Based Process Representation

High-fidelity computational models are needed for critical chemical, biological, and physical
processes at the scales at which they are observed (e.g., from the molecular scale to the nano
scale, to the micron scale, to the pore scale, to larger scales). Accurate process representations
are needed at the next lower scale to understand the current scale. The computational challenge
is to find ways to deal with sampling statistics, electronic behavior, complexity of pores, pore
networks, and system size and boundaries. The computational demands are enormous and
access to advanced high-performance computing resources is essential. Research in this area
will lead to the development of new multi-scale mathematics and new computational science,
based on application requirements. Potential benefits are improved conceptual models for
advanced oil recovery, remediation technologies, CO; sequestration, and reliable predictions of
contaminant transport.

New Algorithms for Parallel in Time Computations

At fundamental scales, multiple phenomena evolve on multiple, widely separated temporal
scales. Numerical simulations of such phenomena are inherently difficult to parallelize.
High-performance subsurface science simulations typically achieve parallel processing
performance by relying on algorithms that use a spatial decomposition. For effective
representation of phenomena at fundamental scales, we need to develop parallel in time
algorithms with support for non-homogeneous time stepping.

Heterogeneity at Multiple Scales

Geometrical and biogeochemical heterogeneity have important impacts on subsurface processes
at all scales. In many geological systems, the effects of heterogeneity dominate fluid flow and
chemical transport. For example, focused flow is important in the transport of contaminants
through aquifers, and heterogeneity is essential for the trapping of oil in reservoirs. At the pore
scale, both geometric and chemical heterogeneity have an important impact on multi-phase fluid
flow. It is important to include realistic heterogeneities in computer models used for practical
applications. Current subsurface simulation models are not capable of realistic representation of
complex heterogeneous media, especially if fractures occur or evolve on multiple scales. We
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need accurate phenomenological models that provide comprehensive but concise descriptions of
subsurface structures and processes, and include quantification of uncertainty. The grand
challenge in this area is a comprehensive representation of mechanical discontinuity distributions
from the pore scale to the repository scale. This work will require substantial access to
leadership-class computational resources to solve the stochastic optimization, uncertainty
quantification, parameterization selection, and design of experimental problems that arise in
resolving the problem of media parameterization and reconstruction for computational
subsurface science. An essential component of this research direction is the experimental,
data-based validation of the models and algorithms that will result from this research. Exciting
opportunities result from the fact that at the core level (~10 cm) a wealth of experimental data
can be generated which can be used for the validation of the relationship between
parameterizations, microstructure and subsurface physical phenomena.

Test Bed of Up-Scaling Benchmarks

All subsurface science models involve multiple, non-well separated length and time scales and
complex, coupled physical phenomena. Direct numerical simulation from fundamental scales to
the field scale is impossible. Analytic understanding of scaling is incomplete, although it is
recognized that down-scaling leads to an ill-posed inverse problem. Research in needed to
identify the minimum information that must be transferred across scales to maintain model
validity. Work is needed on developing hybrid models based on local scale refinement and
hierarchical models that maintain accuracy across scales by means of scientifically and
mathematically defensible up-scaling techniques. There is currently little or no basis on which to
1) determine appropriate sequences of scales for models and 2) evaluate the impacts of
information loss resulting from up-scaling. We recommend developing highly resolved,
computationally demanding models of specific processes to serve as a test bed, or set of
benchmarks, for evaluating up-scaling methods and up-scaled models. This test bed will require
terascale and eventually petascale computational resources for solution of benchmark problems.
The benchmark problems need to be validated using laboratory or field data. Advanced
algorithms, mathematics, and computational methods will be developed for solving large
problems and will provide a validation basis for application-level codes and models.

Pore Scale Particulate Transport

Most subsurface simulation codes are based on mathematical models of single phase and/or
multi-phase flow and mass transport formulated at one or more continuum scales. In these
models, geo-materials with micro scale and pore scale physical and chemical heterogeneities and
complex pore and/or fracture geometries are treated as homogeneous “effective media.” Both
fluid flow and mass transport, including mass transport mediated by colloids, nano particles and
polymers, through these complex media are represented by averaged flow and transport
equations based on concepts such as Darcy flow, relative permeability, and averaged particle
transport “trapping and release rates.” An important advance for current codes would be the
capability of modeling particulate transport at the pore scale, and coupling this to continuum
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scale models. Such a capability would provide a firm scientific basis for developing
technologies for controlling the behavior of micron and submicron-sized particles of concern
(e.g., radioactive and/or chemically toxic colloids, bacteria, or viruses) in the subsurface. This
would enable a more accurate and reliable assessment of the impact of small particles and
polymers in problems related to contaminant fate and transport and CO, sequestration and
enhanced oil recovery, for example.

Pore Scale Reactive Flow

Pore scale modeling has been used for several decades to simulate single-phase and multi-phase
fluid flow in fractured and porous media. Recently, these models have been coupled with simple
models for precipitation, dissolution, and the transport of dissolved substances. However,
improved codes on more-capable computing systems are needed to simulate the behavior of
reactive fluids with a wide range of properties under the full range of conditions relevant to
subsurface applications. Important advances could be made by efficiently implementing existing
methods on petascale computing systems. Many important applications will also require the
development of better single-physics algorithms and new codes that couple important physical
and chemical processes on a wide range of length and time scales. Eventually, pore-scale
models will be coupled with atomistic and/or continuum scale models on computing systems
with capabilities that substantially exceed those of current systems. As an interim solution,
pore-scale simulations could be used to provide model parameters, and to develop better
constitutive equations, for field scale models.

WORKSHOP LOGISTICS

More than 150 experts registered for this invitation-only workshop and the participants included
a diverse set of professional disciplines and computational scientists working in the subsurface
sciences. DOE program managers, subsurface sciences stakeholders, and decision makers were
well represented. The workshop participants came from 11 DOE laboratories, 23 U.S.
universities, and 2 European universities.

Technical panel discussions focused on five major areas for which simulation and modeling are
clearly relevant to subsurface science research.

Site Characterization and Model Calibration

Validation, Verification, Uncertainty Analysis and Decision Optimization
Coupled Phenomena

Carbon Sequestration

Research at Fundamental Scales

ok~ E

A common goal of these five panel discussions was to define research needs and opportunities in
the subsurface sciences that can benefit from new high-performance, computing-based
collaborations involving scientists from various disciplines, applied mathematicians and
computational scientists.
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The workshop began on Wednesday morning with welcoming remarks by workshop organizers
and representatives of the collaborating DOE offices. The workshop agenda was pursued
through five breakout groups, each consisting of 20 to 30 panel members. Panel assignments
were based on the first and second panel choices indicated by the attendees when they registered
for the workshop. The workshop schedule also included four excellent plenary talks given by
leading subsurface and computational scientists. Details of the workshop can be accessed from
the conference website at http://subsurface2007.labworks.org/.

Discipline scientists led the panel discussions on Wednesday morning with the goal of
articulating the research needs in terms of what is needed to better understand the physical
processes involved in subsurface phenomena and to develop better decision-making tools.
During the Wednesday afternoon panel sessions, computational scientists directed the panel
discussions with the goal of identifying ways in which high-performance computing can lead to a
new generation of high-fidelity subsurface simulation models. The Wednesday program
concluded with a plenary session during which each panel reported on their preliminary Priority
Research Directions (PRDs). On Thursday, the second full day of the workshop, discipline and
computational scientist panel leaders directed the panel discussions to 1) revisit the PRDs
discussed the previous day, 2) suggest PRDs overlooked in the first day of panel discussions, and
3) identify panel members who could serve as lead authors in producing PRD documents that
would provide comprehensive, easily understood descriptions of each PRD. The Thursday
program concluded with a plenary session in which each panel presented the latest versions of
their PRDs.

CONCLUSION

Within the SC and the other DOE programmatic offices that collaborated in this workshop
(EM, FE, and RW) are simulation capabilities, scientific software tools, computing platforms,
and interdisciplinary researchers without equal in the world. These DOE assets, together with
university- and industry-based researchers, represent an extraordinary resource for creating a
next generation of computational subsurface science simulation tools and using them to gain
understanding of many important physical problems. Examples of subsurface science problems
of national importance include nuclear waste repository design and monitoring, transport and
fate of contaminants, alternative energy production, bio-remediation, carbon sequestration, and
reservoir modeling. The computational subsurface sciences research agenda challenges the
limits of current simulation capabilities in every direction and presents many opportunities for
significant advances in simulation capabilities and mutually beneficial collaborations, making it
a worthy effort to be undertaken.

Favorable trends in computing capability and cost of large-scale simulation are transforming all
fields of science and engineering into substantially simulation-based activities. In less than
20 years, we have seen an increase in sustained processing rates of five orders of magnitude
accompanied by a cost in sustained computing capability that has dropped by four orders of
magnitude over the same period. Despite these favorable trends in the computational landscape,
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many challenges exist. Most of the current code base for the computational subsurface sciences
was created for computing platforms of much lower capabilities than are now available. A
substantial effort will be to rewrite much of the existing code base so that it can benefit from
modern software practices and high-performance parallel architectures. Virtually all large-scale
data structures in existing codes will need to be replaced with distributed versions. As the
software infrastructure is reconstructed, attention can be given to extensibility, reusability, object
orientation, modularity, portability, and performance tuning. The computational subsurface
science research agenda will require new, specially designed enabling technologies to address
1) parallel programming models for MPI and multithreading, 2) dynamic load balancing,
language interoperability, 3) high-performance data management, 4) performance monitoring
metrics, 5) debugging tools, 6) distributed data archiving, 7) visualization, 8) data mining,

9) model validation, and code 10) verification.

For high-fidelity computational process simulation in subsurface sciences to achieve its potential,
close collaboration will be required between discipline scientists in the DOE applications offices
and computational scientists in the Office of Advanced Scientific Computing Research. These
collaborations will need to address daunting challenges related to the multi-scale, multi-physics
nature of subsurface sciences problems and need to develop new ways for dealing with
uncertainty in site and process characterization and associated risk assessment. The successful
SciDAC program can serve as a starting point for the further development of a collaboration
model for pursuing a computational subsurface science research agenda.

At the workshop, many lively and substantive discussions clearly illustrated the need for new
computational simulation capabilities in the subsurface science applications of interest to EM,
FE, and RW.
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SITE CHARACTERIZATION AND CALIBRATION PANEL
REPORT

The focus of this panel was the development of computational methods to improve model
accuracy and precision by making optimal use of available data and by integrating decisions
regarding data collection with model calibration and error analysis to focus limited resources on
efforts that yield the greatest benefit. The problems of interest involve movement of fluids,
chemicals and/or heat through geologic media that exhibit complex heterogeneity at multiple
scales in time and space.

Conceptual model formulation is a crucial step in the modeling process. Ideally, conceptual
model complexity and data collection efforts will be advanced in an iterative manner. At the first
iteration, a simplified conceptual model is utilized with initially available data to jointly assess
the need for additional data and/or model refinement. As additional data is obtained, the benefit
of further data collection and/or model refinements can be evaluated. The process of conceptual
model formulation is assumed to be a manual process performed by the project team. That is, at a
given stage in the project, a limited number of potential model refinements would be specified
for analysis. However, the process of converting candidate conceptual models to numerical code
input can be laborious, and the development of improved tools to automate the process would be
very useful.

As model complexity increases (i.e., less restrictive assumptions, higher resolution), intrinsic
model uncertainty is expected to decrease. However, more parameters will generally required for
model calibration. As data availability increases, the level of model complexity that minimizes
prediction uncertainty is expected to shift towards greater optimal complexity and conversely
with less data the optimal model will shift towards lower complexity (Figure 1). This implies that
for a given set of data available for calibration, increasing model complexity will eventually be
counterproductive.

Less Data

Optimum Model

/

Prediction Uncertainty

More Data

Model Complexity

Figure 1. Conceptual relationship between model complexity (time/space scale resolution), data
availability, and prediction uncertainty.
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Direct determination of all input parameters required in a complex multi-process subsurface
model is generally not feasible. The estimation of unknown model parameters must therefore be
carried out by an inverse solution approach in which parameter values are determined that
minimize deviations between observed and predicted system behavior subject to constraints or
plausibility criteria, weighted to consider uncertainty in observations. Since many direct
measurements will not be at the same time/space scales as the model, upscaling or downscaling
may be necessary to avoid biases due to scale disparities. Uncertainties associated with the
scaling process will need to be considered in addition to those due to measurement uncertainty.
Furthermore, “soft” data may often be available that exhibit indirect relationships with model
input or output that can improve the inverse solution. Model predictions will be uncertain to a
degree that depends upon parameter covariances, sensitivity of predictions to uncertain
parameters, intrinsic model limitations, and uncertainty in data used for calibration. Prediction
probability distributions computed assuming multi-normal or multi-lognormal parameter errors
will frequently lie outside feasibility space for calibration data.

In addition to measurements of variables required as model input and of variables that are
directly computed as model output (and which can thus be used for inverse modeling), various
measurements may also be available that exhibit a significant correlation with input or output
variables. The latter are often referred to as “soft” data and the former as “hard” data, reflecting
the relative difference in uncertainty in interpretation. The reality is more of a continuum in data
uncertainty, due to measurement limitations and scale discrepancies between the model and
observations. The panel recognized that a need exists for the development of methods to account
for disparity between scales at which parameters are measured and model inputs are defined and
to use the full spectrum of data “hardness” (or “softness”) in the calibration process, with due
consideration given to effects of data uncertainty vis a vis the conceptual model formulation.

Novel multiphysics and multiscale codes are needed to model complex coupled processes in the
subsurface. While the exact design, components and implementation of these codes is unknown,
in order for these codes to meet their objectives they will need to efficiently couple and integrate
diverse code elements developed by different groups, integrate massive amounts of diverse data
from diverse sources (including dynamic sensor networks), and take advantage of future
developments and enhancements in computational infrastructure. In addition, such codes will
need to pass rigorous, auditable verification and validation tests both in the development and
implementation phase. A priority research direction is the development and implementation of a
rigorous and powerful cyber infrastructure for subsurface modeling. The development of this
cyber infrastructure will utilize and build on existing US and international efforts in the
development of standards for e.g. sensor web services, self-validating models, service discovery,
distributed computing, code adaptivity while at the same time accommodating the unique aspects
and attributes associated with the subsurface modeling problem. This cyber infrastructure will
provide a presently unavailable but critically needed framework for the efficient development,
testing and field deployment of novel multiphysics and multiscale codes. This ability will permit
the effective use of novel codes for long-term monitoring, management and optimization of CO,
sequestration sites, and the cost effective mitigation of subsurface contaminants.
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A major challenge in subsurface modeling is the development of scalable parallel algorithms for
estimating uncertain parameters from sparse measurements or various types at multiple time and
space scales. The need to solve such inverse problems to calibrate model parameters and
estimate current system state has been well articulated. However, substantial challenges and
opportunities remain for the development of efficient inverse algorithms that can scale to the
next generation of petascale computing systems. There is an urgent need to extend to the inverse
setting the successes engendered over the past decade by scalable parallel algorithms for forward
(also known as direct) simulations. Since the structure of inverse operators is usually very
different from those of forward operators, entirely new classes of scalable numerical algorithms
are needed.

While inverse problems in subsurface modeling are characterized by a wide range of inversion
parameters (e.g., flow and transport constitutive parameters, initial conditions, boundary
conditions, reaction and other model coefficients, source terms, geometry and topography) and
simulation equations (e.g., describing multiphase reacting flow, transport, geomechanics, and
geophysics), they share a common mathematical structure: an optimization problem with an
objective function that represents the data misfit between observations and predictions,
constraints in the form of large-scale simulation equations (typically discretized PDEs and
ODEs), and inequality constraints on the parameter bounds.

Large-scale simulation-based inverse problems are significantly more difficult to solve than the
corresponding forward problem, for the following reasons:

e Inverse solution typically requires numerous forward solutions, and can thus be intractable
when the forward solve takes weeks on multi-thousand processor systems.

e The inverse problem is usually ill posed, even when the forward problem is well posed.

e When the forward problem is an evolution equation in space, the inverse problem is a
boundary-value problem in space-time. Thus, inverse operators are usually non-causal and
non-local, despite the local and causal nature of forward operators.

e New infinite-dimensional operators appear in the inverse problem that are not present in the
forward problem—adjoints, Hessians, and KKT operators—and these require operator-
specific regularization, iterative solvers, preconditioning, globalization, inexactness, and
parallel implementation, which are new frontiers for research in numerical algorithms.

e Non-uniqueness in inverse problems is manifested via families of possible parameter values
that are consistent with the observations. There is often a need to not only estimate the most
likely parameters from among the families (via regularization or prior model criteria), but to
also characterize the uncertainties in their estimates, which stem from uncertainties in the
observations, the models, and the priors.

Generic optimization or nonlinear least squares software packages are incapable of exploiting the
structure of the embedded forward or inverse operators or their underlying infinite-dimensional
nature, and are thus inadequate for problems with large numbers of inversion parameters. As the
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underlying forward simulations embrace the multi-teraflops era and move toward the petascale,
the chasm between the capabilities of available inversion algorithms and software, and the needs
of scientific codes, grows even wider.

The next generation of inverse algorithms must respond to the following difficulties that
characterize subsurface inverse problems:

The forward simulations embedded within inversion are typically characterized by complex,
nonlinear, multiscale, multirate, multiphysics, and biogeochemical processes that require
terascale and ultimately petascale computing resources;

The inversion variables often stem from infinite-dimensional spaces (i.e. they represent
initial conditions, boundary conditions, heterogeneous material properties, distributed
sources, or geometry); and

Infinite-dimensional inequality bound constraints are required in the problem formulation
(such as positivity constraints on heterogeneous parameter fields).

To address these issues, next-generation inverse algorithms are expected to:

Respect the infinite-dimensional character of the underlying operators, because petascale
inverse problems in subsurface modeling involve PDEs, and because algorithms that respect
the infinite-dimensional structure of the PDEs can often exploit mesh independence to find
solutions in a small number of iterations, even when the dimension of the parameter space is
of the order of millions—problems that are impossible for off-the-shelf, algebraic-oriented
optimization packages.

Make use of Hessian information, because derivative-free methods are unable to scale
beyond a small number of inversion parameters, and because gradient-only methods

(e.g., steepest descent, nonlinear conjugate gradients, quasi-Newton) also do not usually scale
well with increasing problem size.

Be adjoint-based, because such methods offer the only hope for computing derivatives (and
Hessians actions) for high-dimensional parameter spaces.

Be multilevel in nature, because of the great successes of multilevel and multigrid methods
for forward simulations and their promise for inverse problems. However, multilevel
methods must take on a very different form for inverse problems due to the differing
character of forward and inverse operators, and require careful analysis and development to
be effective for inversion.

Parallelize in a fine-grained manner, because of the high-dimensional state and parameter
spaces that result after discretization. Parallelism must be exploited at the “grid point” level,
following the lead of large-scale forward simulation codes. Additional opportunities exist for
coarse-grained parallelism, such as for direct sensitivities (across inversion parameters),
adjoint computations associated with active set methods (across active constraints), and
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multiple source inverse problems (across each instance of the forward problem), but these
must build on a finer-grain parallelism to permit scalability to large numbers of processors.

Subsurface modeling problems are ideal proving grounds for inverse algorithms. The medium
and state are not directly observable, thus resulting in uncertainty in parameters, initial/boundary
conditions, and source terms. Forward simulation therefore relies on inverse analysis to estimate
these parameters (and possibly their uncertainty) from the observables. The forward simulation
problems alone are extremely challenging; inverse solution for high-dimensional parameter
spaces (as results from discretization of heterogeneous property fields) is intractable using
current methods. The development of scalable parallel numerical algorithms for inverse solution
that can match the scalability and efficiency of the associated forward solvers is thus of
paramount importance.

Conceptual model formulation, site characterization, model calibration, uncertainty analysis and
decision/design optimization are commonly undertaken serially with minimal ad hoc iteration.
Without a fully integrated approach to these tasks, global optimization of model formulation,
characterization and monitoring activities, and design and operation of engineered systems
cannot be achieved. As a result, excessive costs and/or risk may be incurred because overly
complex or overly simple models may be adopted than are warranted for the intended purpose;
data may be collected that does not substantially reduce decision uncertainty; truly useful data
may not be identified and collected; and/or engineered systems may be over- or under-designed.
The ability to efficiently and practically integrate conceptual model formulation, site
characterization, model calibration, uncertainty analysis and system monitoring for complex
coupled subsurface systems is currently impeded by a lack of scalable, powerful tools for
integrated analyses. Because such integrated analyses will require a large number of direct
simulations, high-performance computing resources and advances in algorithms for direct and
inverse solutions, error propagation, and multi-objective design optimization schemes are
needed.

A need exists for the development of an integrated framework and computational tools for
modeling subsurface systems that enables global optimization of conceptual model formulation,
site characterization and monitoring activities, and design and operation of engineered systems
with full consideration of prediction uncertainty. A stochastic optimization framework is
proposed to simultaneously optimize engineered system design and operation variables,
conceptual model formulation, and/or site characterization/monitoring plans to minimize a
multi-objective function that may involve cost expectation (including penalty costs associated
with failure to meet design requirements), regulatory criteria, and/or other externalities. The
integrated framework would couple model calibration (inverse problem solution) using data that
may involve “direct” parameter measurements (e.g., hydraulic conductivity), indirect or “soft”
data of various types (e.g., borehole descriptions, penetration resistance, geophysical data, etc.)
with a generalized error analysis methodology (including measurement and upscaling errors),
with a multi-objective stochastic optimization procedure. Implementation will involve adaptation
and refinement of existing codes, development and implementation of new methods, and
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integration in a manner that provides maximum computational efficiency, robustness,
maintainability, and adaptability.

Models are generally developed to resolve specific engineering or planning issues — for example,
to determine configurations and flow rates for wells to meet specific production or regulatory
goals with a given probability of success and at minimum expected total cost. Various
approaches may be used for the formulation of stochastic design optimization problems. Global
optimization of an objective function with many parameters is a particularly difficult and
challenging problem.

Integration of the foregoing modeling tasks is needed to simultaneously optimize conceptual
model formulation, characterization/monitoring plans, and engineering design. In practice, the
entire process may be iterated as incremental refinements in the model formulation and data
collection are performed until further efforts are not warranted on a cost-benefit basis. Effects of
undertaking additional site characterization studies, pilot tests, monitoring procedures, etc. on
model predictions and their uncertainty may be evaluated by adding synthetic data at the
proposed locations and/or times with appropriate measurements and/or upscaling uncertainty and
rerunning the inverse problem, error analysis, and management optimization problem to
determine the impact on total cost (including the additional data collection costs) and hence to
quantify the net cost or benefit of alternative plans. Integration should be performed in a manner
that provides flexibility to the user to execute selected components and bypass others to suit
specific needs. Input/output structures and program control information should be implemented
in a manner that is code independent, so that the infrastructure can be readily implemented with
any direct problem solution.

VALIDATION, VERIFICATION, UNCERTAINTY ANALYSIS, AND
DECISION OPTIMIZATION

CURRENT STATUS

A blend of physical experimentation, modeling, simulation, and high performance computing has
become the standard toolset for scientific investigation and engineering design in complex
multiphysics, multiscale geologic subsurface systems. The practical limitations in
experimentation and simulation mean that substantial uncertainty accompanies any description or
prediction of the behavior of a subsurface system. Uncertainty is inherent in the inaccessibility
of the subsurface to measurement and experiment, data gathered from subsurface systems, the
complexity and heterogeneity of the subsurface, mathematical descriptions of the physical
processes in the subsurface, and the analysis and computational simulation of complex
multiscale, multiphysics models. The need for a scientifically defensible representation of
uncertainty in the analysis of complex systems arising in the subsurface sciences is now widely
recognized.
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For example, we need scientifically defensible decision-making tools for subsurface systems
involving contaminant removal (storage). This includes such decisions as the location and
pumping rates at wells that are pumping contaminant out of the ground, location of monitoring
devices which can include sampling wells, and also soil removal or treatment. For more complex
systems, chemicals may be injected into the groundwater to accelerate the biodegradation of the
contaminant (“bioremediation”) or enhance the effectiveness of extraction pumping (e.g., by
adding surfactants), which engenders more decisions including the concentrations of injected
materials. If we choose to allow these decisions to vary over time, we have a dynamic decision
problem, i.e., a control problem. Other important applications include the use of the subsurface
for storage of hazardous wastes and carbon sequestration.

In general, optimization methods have many applications, including:

e Determination of the best conceptual model to fit observational data (model calibration or
data assimilation)

e Definition of conditional realizations, to estimate performance (results of forward modeling)
with uncertainty estimation

e Selection of new data (what values, where, and when) to be collected that will reduce
uncertainty estimates (feedback) or optimize decisions

e Selection between different alternatives, including:

— collection of additional data
— remediation actions

— continued monitoring

— design alterations.

Optimal decision-making poses extreme computational challenges because the underlying
simulation models for groundwater flow and contaminant transport are complex and
computationally intensive, and optimization typically requires hundreds or thousands of
simulations. It is essential that we develop better algorithms and approaches. The existing
methods are not computationally efficient enough or mathematically complex enough to address
fully the uncertain environment in which decisions must be made or the complexities associated
with multimodal optimization problems arising from nonlinearities and heterogeneities. In
addition, methods that deal effectively with coupled simulation models (e.g., operator
decomposition solution of multiphysics models) and methods that generate feedback policies are
necessary. The uncertainty incorporated should include parameter, data, numerical and model
error in the analysis, which is not adequately addressed in current modeling efforts.

The computational demands associated with the analysis of the creation and propagation of
uncertainty in a complex multiphysics, multiscale subsurface system severely affect all existing
approaches to uncertainty analysis.
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One current approach for analyzing uncertainty in a complex subsurface system is the use of
random sampling techniques, such as Monte-Carlo methods. For large-scale problems, however,
the computational requirements of random sampling are enormous. The situation is even worse
when estimating probabilities of rare events. The computational challenges include the overhead
involved with organizing multiple simulations of a subsurface system and the large number of
simulations required to carry out an accurate statistical analysis. Another approach is based on
representing uncertain model inputs and the solution fields in terms of a spectral representation,
such as a Karhunen-Loéve series or polynomial chaos expansion and then solving for the spectral
coefficients. The coefficients are computed intrusively, by deriving deterministic equations for
the coefficients or non-intrusively by random sampling. Either approach entails enormous
computational demands and again raises the need for fundamental research in of spectral
approaches for efficient implementation on high performance computers.

In some circu