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Foreword

This volume summarizes the scientific content of the 2007 Research Meeting on
Condensed Phase and Interfacial Molecular Science (CPIMS) sponsored by the U. S.
Department of Energy (DOE), Office of Basic Energy Sciences (BES). This marks the
fourth meeting of CPIMS—the fourth of the regular Contractors’ Meetings within the
Fundamental Interactions Team.

Since its founding, the CPIMS Contractors’ Meeting has fostered connections across BES
research programs based on common topical interests. In keeping with that notion, we
have invited four investigators who are funded under the BES Heavy Element Chemistry
program to speak about their research: Corwin Booth (Lawrence Berkeley National
Laboratory), Michael Heaven (Emory University), Asok Ray (University of Texas at
Arlington), and Lynda Soderholm (Argonne National Laboratory). We hope that the
blending of these external experts with the CPIMS principal investigators will provide an
interesting and useful cross fertilization of ideas and concepts that benefits both groups.

This year’s speakers are most gratefully acknowledged for their investment of time and
for their willingness to share their ideas with the meeting participants. Thanks go to
Lester Morss for consultations regarding the Heavy Element Chemistry program. Finally,
this meeting would not be possible without the excellent logistical support it receives
from Diane Marceau from our Division, Sophia Kitts from the Oak Ridge Institute of
Science and Education, and the staff of the Airlie Conference Center.

Greg Fiechtner and Dick Hilderbrandt

Fundamental Interactions Team

Chemical Sciences, Geosciences and Biosciences Division
Office of Basic Energy Sciences

September 2007
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Theory of Dynamics of Complex Systems
David Chandler

Chemical Sciences Division, Lawrence Berkeley National Laboratory
and
Department of Chemistry, University of California, Berkeley CA 94720

DOE funded research in our group concerns the theory of dynamics in systems involving
large numbers of correlated particles. Glassy dynamics is a quintessential example.
Here, dense molecular packing severely constrains the allowed pathways by which a
system can rearrange and relax. The majority of molecular motions that exist in a
structural glass former are trivial small amplitude vibrations that couple only weakly to
surrounding degrees of freedom. In contrast, motions that produce significant structural
relaxation take place in concerted steps involving many particles. In our recent work, we
have related this hierarchical dynamics to dynamical heterogeneity [12],' shown how it is
manifested in transport de-couplings [1-3,7,8,16], and finally, shown how it results in a
first-order phase transition in trajectory space [5,11]. This first-order transition is the
glass transition. It is a non-equilibrium phenomenon that is distinct from traditional
equilibrium phase transitions. This finding is consistent with there being no
thermodynamic signatures of the glass transition [6].

The kinetics or nucleation of equilibrium phase transitions is another example of
correlated many-particle dynamics. On this topic, we have carried out trajectory studies
and compared theory to experiments [9]. We have also studied the dynamics of
hydrophobic assembly [14,17]. This process is closely related to nucleation of vapor in
water and the formation of a water-vapor interface [4,15]. Figure 1 illustrates a transition
state for the hydrophobic collapse of two hydrated nano-scale hydrophobic spheres. This
dynamics is not of the hierarchical sort encountered in the formation of structural glass,
and it is also not of the hierarchical sort encountered in the self-assembly of hard matter.
We have studied the latter in the example of virus-capsid assembly [10]. In this case, the
requisite conditions for successful assembly are not only thermodynamic meta-stability,
but also the ability to self-anneal. Clusters that gather too quickly cannot self-anneal, and
clusters that cannot self-anneal are malformed with frozen defects.

For the future, we plan DOE funded research on electron transfer, chemical dynamics and
inhomogeneous fluids. We aim to develop techniques and concepts that will ultimately
prove useful in the specific context of combining sunlight and renewable resources to
produce transportation fuels. That specific effort will be part of the LBNL Helios
Program. To reach the point where we can contribute to Helios, we plan to use our DOE
support in this program to address basic underlying issues. Applications can then be
done with Helios support. The first of these basic issues is the nature of ionic solutions

! Numbers in square brackets refer to papers cited in Recent DOE Supported Research
Publications



Figure 1. Two nano-scale hydrophobic spheres in water at a transition state
configuration leading to the association of their associated dimmer. Water is rendered
with a coarse graining over space and time, projecting water density onto a
(0.2nm)’x(10ps) grid. Shading indicates density on this grid ranging from 1 g/cc
(darkest), to zero (white).

at metal and semiconductor surfaces. The second is the development of ways to carry out
numerical simulations of electronically non-adiabatic transitions. We have already made
substantial progress in the first of these areas. Figure 2 shows a snapshot from a
simulation we are currently carrying out of an ionic solution confined by metal-
electrodes. To do it, we have adopted a model of Siepmann and Sprik [J.Chem.Phys.102,
511 (1995)] to successfully capture the electronic polarization effects of a metal. The
results of this simulation reveal fluctuation effects that are large and significant to
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Figure 2. A view of simulated room-temperature aqueous ionic solution confined by
metal-electrode surfaces. Potentials of interaction are chosen so that the metal is a
model of Pt, and the ions are CI, Ru*" and Ru*".



electron transfer. Notice in Figure 2, for example, the layering induced by water
molecules that are highly ordered at the water-metal interface. Also notice the clustering
of ions, and how the ions are repelled from the metal surfaces due to ordered water layer.
These effects are distinct from continuum and mean field approximations traditionally
applied to electrochemistry.
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Algorithms for Nanostructures
James R. Chelikowsky (jrc@ices.utexas.edu)

Center for Computational Materials, Institute for Computational Engineering and Sciences
Departments of Physics and Chemical Engineering, 1 University Station C0200),
University of Texas, Austin, TX 78712

1. Scope of Project.

Work in nanoscience has increased substantially in recent years owing to its potential technological applications and
to fundamental scientific interest. In particular, new phenomena occur at the nanoscale such as quantum
confinement, which can dramatically alter the electronic and optical properties of matter. Our work over the past
several years has focused on developing new scalable algorithms for describing the electronic and optical properties
of matter, and the application of previously developed algorithms to problems of interest at the nanoscale

Since nanostructures are neither at the molecular nor the bulk limits, calculations of their electronic and optical
properties can be computationally intensive owing to the large number of both atomic and electronic degrees of
freedom. A central activity of our current research is to develop new methods and algorithms to handle such
systems. Current methods often allow one to consider systems of hundreds of atoms, whereas the size regimes of
interest here can often extend to thousands of atoms. The creation of algorithms capable of addressing these large
systems will allow us to predict properties across the entire nano space, i.e., from the atom to the bulk limit.

We are especially interested in role of quantum confinement on the optical and electronic properties of confined
systems such as nanocrystals and nanowires, both doped and intrinsic systems. For example, we explored the
optical spectra of nanocrystals such as CdSe with several methodologies such as Green function methods (GW and
Bethe-Salpeter equations) and time dependent density functional theory. We also wish to understand the evolution
of doping properties in silicon nanocrystals, e.g., the evolution of shallow donors such as phosphorous from small
nanocrystals to the bulk limit. In addition to non-magnetic dopants such as boron and phosphorous, we have also
targeted the properties of magnetic dopants such as Mn in semiconductors to predict the role of quantum
confinement on the magnetic properties of “spintronic materials.” Moreover, we examined the evolution of
elemental magnetic materials such as iron from an atom to a nanocrystal representing the bulk limit.

2. Summary of Recent Progress.

High Performance algorithms for nano-scale systems.

One of the most significant goals in computational materials science is the development of new algorithms and
physical concepts for describing matter at all length scales, especially at the nano-scale. Achieving an efficacious
algorithm for predicting the role of quantum confinement and its role in determining the properties of nanocrystals is
a difficult task owing to the complexity of nanocrystals. However, we have made notable progress by implementing
new algorithms designed for highly parallel platforms. Our goal is to solve the electronic structure for large systems
using pseudopotentials and density functional theory. The spatial and energetic distributions of electrons can be
described by a solution of the Kohn-Sham equation:

2v2
[— + ‘/l:n + VH + ch]"/’n = Enl//n

2m

where Vifn is an ionic pseudopotential, V/,, is the Coulomb potential, and V _is the exchange correlation potential.

The Hartree and exchange-correlation potentials can be determined from the electronic charge density. The density
is given by
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p=e v,

n,occup

The summation is over all occupied states. The Hartree potential is then determined by
VV, =—4mep

This term can be interpreted as the electrostatic interaction of an electron with the charge density of the system. The
exchange-correlation potential, V.

o> is more problematic. This potential can evaluated using the local density
approximation. A traditional procedure for solving this equation is to approximate an input potential and then iterate
the equation until the charge density and potential are self-consistent. This method is often used with a full
diagonalization step at each iteration. The diagonalization step is very costly and can be replaced with a “filtering
operation.” For example, if we consider a simple function that is large over the eigenvalue space of interest, we can

filter the wave functions using a polynomial, C, (H), which has a small amplitude energy regime of interest:

{v.}=c,m{v,}

The set of wave functions, {y }, is a better approximation to a

solution to the Kohn-Sham equation than is the original set of wave
function. The iterative cycle can now be summarized in Figure 1.
By eliminating the explicit diagonalization step from the self-

' consistency loop, one can speed up the solution process by one to
Get initial basis: () from diagonalization two orders of magnitude. This allows us to examine much larger
systems than what we could otherwise examine.

Select initial Potential (e.g., superpose atomic
charge densities)

Find the charge density from the basis:

p=Y lv.[ Doping Nanocrystal Systems. Doping a small percentage of foreign

atoms in bulk semiconductors can profoundly change their
electronic properties and makes possible the creation of modern
electronic devices. Phosphorus doped into Si will introduce defect
ViV, =-4mp V. =V, [p] energy states close to the conduction band of Si. For such shallow
donors, electrons can be easily thermally excited, greatly enhancing
the conductivity of the original pure semiconductor by orders of
magnitude. A major trend of semiconductor devices is their
"""" inexorable size reduction.  This device miniaturization will
T ultimately approach nano-scale. As such, it is of the utmost
importance to understand how doping and impurities operate at this
length scale. Quantum confinement in this size regime is expected
to alter the electronic properties of doped Si nano-crystals and
important questions arise as to whether the defect energy levels are
shallow or not, e.g., at what length scale will device construction

T

v
Solve for Vyand V, .:

|

AJ
Construct Hamiltonian:

A4
Filter using Hamiltonian:

{v,}=c,(1tt)){y,}

Figure 1. Block diagram illustrating based on macroscopic laws fail? Phosphorus-doped silicon
the filtering process to achieve a self- nanocrystals represents the classical system for studying impurities
consistent solution. in quantum dots.

We examined the electronic properties of phosphorus-doped silicon nanocrystals using real-space first-principles
pseudopotential method. Nanocrystals with diameter up to 6 nm (containing over 5,000 atoms) were simulated and
direct comparison with experimental measurement were be made for the first time for this system.

Our calculated size dependence of hyperfine splitting is in excellent agreement with experimental data. Strong
effects due to quantum confinement manifest itself not only in hyperfine splitting, but also in the higher binding
energy of the dopant electron. We estimate that phosphorus in silicon nanocrystals of less than 20 nm in diameter
will not be a shallow donor and we find a critical nanocrystal size below which the dopant will be ejected to the
surface. In addition, we find that a hydrogen-like quantum model can characterize the electronic properties of the
defect electron, which will be useful for modeling impurities in semiconductor nano-structures.



Evolution of Magnetism from an Atom to a Crystal. The existence of spontaneous magnetization in metallic
systems is an intriguing problem, both because of the extensive technological applications of magnetic phenomena
and the incomplete understanding of its fundamental mechanism at the level of basic science. In this scenario,
clusters of metallic atoms are ideal systems of study because they provide a bridge between macroscopic samples
and isolated atoms, which have much simpler behavior. Several phenomena such as ferromagnetism, metallic
behavior, and ferroelectricity have been intensely explored in bulk metals, but the way they manifest themselves in
clusters is an open topic of debate. In particular, ferromagnetism in the bulk has been understood in term of the
itinerant electron model, which assumes partial delocalization of the 3d orbitals. In a cluster, delocalization is
weaker due to the presence of a surface, whose shape affects the magnetic properties of the cluster.

To assess such issues, we examined the evolution of the magnetic moment in iron clusters containing 50 to 400
atoms using the local spin density approximation and a real space pseudopotentials. We examined three families of
clusters that could be broadly characterized as icosahedral, body-centered cubic centered on an atom site, and body-
centered cubic centered on the bridge between two neighboring atoms. We found an overall decrease of magnetic
moment as the clusters grow in size, as well as suppression of magnetic moment in clusters with faceted surfaces.
We also studied their structural stability and compared the calculated results for the moments to experiment with
generally good agreement.

3. Future Research Plans.

We plan to focus future research projects on optimizing algorithms and extending our computational work to
complex nanoscale systems. In terms of algorithm development, we will implement “mixed boundary” conditions
so that we can examine materials confined in certain directions and periodic in other directions, e.g., we might
consider nanowires with periodicity along the axial direction, but confined in directions perpendicular to the axis.
We will also consider developing numerical methods to avoid the most time consuming operations, i.e., the initial
diagonalization step and more efficient parallelization methods such as windowing the eigenvalue spectrum.

In terms of materials systems, we would like to examine magnetic dopants in both nanocrystals and nanowires.
These systems provide an interesting example of “spins” in a box. We will be able to examine magnetic in both
isotropic and anisotropic environments. We will also continue our research program on the optical properties of
these systems.
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Program Scope

Predictive chemical computing requires hierarchical methods of increasing accuracy for both
electronic and vibrational many-body problems. Such hierarchies are established, at least conceptually, as
configuration-interaction (CI), many-body perturbation (PT), and coupled-cluster (CC) methods for elec-
trons and for vibrations, which all converge at the exact limit with increasing rank of a hierarchical series.
The series can generate results of which the convergence with respect to various parameters of calcula-
tions can be demonstrated and which can be predictive in the absence of experimental information.

The progress in these methods and their wide use are, however, hindered by (/) the immense
complexity and cost of designing and implementing some of the high-rank members of the hierarchical
methods and the difficulty in code verification and optimization (including parallelization) and by (2) the
extremely slow convergence of electronic energies and wave functions with respect to one-electron basis
set sizes, which is compounded with the high-rank polynomial or even factorial molecular size depend-
ence of the computational cost of these methods. These two difficulties are furthermore aggravated by the
diversity of chemical species and interactions that chemists must deal with.

The overarching goal of our research is to address both difficulties for electrons and vibrations.
We will eradicate the first difficulty for electrons by developing a computerized symbolic algebra system
which completely automates the mathematical derivations of electron-correlation methods and their im-
plementation into massively-parallel executions programs, while also incorporating domain-specific op-
timizations. We will perform the code verification with the aid of the determinant-based algorithms that
implement general-order CI, PT, and CC and their various combinations. Once this research infrastructure
is in place, we will explore various combinations of CC, CI, and PT expansions to design and assess a
new class of electron-correlation methods. For vibrations, the vibrational SCF (VSCF) and CI (VCI)
codes will be developed in the general-order product-based algorithm (akin to the determinant-based al-
gorithm) that are applicable to polyatomic molecules and allow us to include anharmonicity and vibra-
tional mode-mode couplings to any desired extent.

We address the second difficulty by radically departing from the conventional Gaussian-basis-set
LCAO framework and introduce a new hierarchy of converging electron-correlation methods with com-
pletely flexible but rational (e.g., satisfying asymptotic decay and cusp conditions) basis functions on in-
terlocking multicenter quadrature grids that are not only of one-electron type but also of two-electron and
possibly higher-order types. These methods can, therefore, reach the solutions free from the basis-set er-
rors and, when the order of hierarchical electron-correlation methods is raised, they can achieve the exact
or nearly exact solutions of the Schrodinger equation. The rank of polynomial size dependence of the
computational cost will be lowered by the use of highly localized grid representations. The software
products that will result from this project are the grid-based HF, MP2, and higher-order correlation codes
and the automatic symbolic algebra that assists in synthesizing the higher-order methods.

Recent Progress

We have developed the TENSOR CONTRACTION ENGINE (TCE)," which has synthesized the
parallel execution programs (many for the first time) of the CI through quadruples (CISDTQ), Mgller—
Plesset PT through fourth order, and CC through quadruples (CCSDTQ),' CC for ground-state molecular
properties,” equation-of-motion coupled-cluster (EOM-CC) through EOM-CCSDTQ for excitation ener-
gies and excited-state properties,” for ionization,’ and for electron-attachment* energies. It has also auto-
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mated the development of new classes of methods such as combined CC and PT methods,” combined CI
and PT methods,” active-space methods,”® relativistic methods,”'® and combined CC, CI, and PT meth-
ods.” We have tested all of our automatically synthesized programs against independent determinant-
based implementations also developed by us. The scalability of the massively-parallel execution speed is
reasonable for all the methods tested including CCSD(T).” The synthesized programs make use of spar-
sity and data dependency caused by spin symmetry (within the spin-orbital formalisms), point-group
symmetry, and index permutation symmetry. These computerized implementations have enabled highly
accurate predictions of spectroscopic properties of small molecules, some containing heavy elements.”'

We have written the VSCF and general-order VCI codes for polyatomic molecules using har-
monic oscillator wave functions as the basis set, which have been integrated with electronic structure pro-
grams that are used to scan a small part of a potential energy surface (PES) in either the direct fashion (the
energies are computed on the fly and discarded after their use) or in a quartic force field representation
with or without the so-called #n-mode coupling approximation. Various combinations of these different
PES representations, grid sizes, electronic structure theories, etc. have been explored to achieve optimal
efficiency and quality of PES.!" The PES scan module has a built-in capability of fault recovery for cases
in which the electronic structure program fails to supply the energies in highly strained geometries: The
missing entries will be inter/extrapolated. These methods have been applied to Franck—Condon integrals
over anharmonic vibrational wave functions'? and accurate predictions of Fermi polyad frequencies.'* A
new vibrational quasi-degenerate perturbation theory has been proposed, implemented, and assessed."*

We have also developed a grid-based numerical solver'” of the Hartree—Fock (HF) equation for
polyatomic molecules and also a prototype grid-based second-order Mgller—Plesset perturbation (MP2)
code for atoms with some provision to applications for polyatomic molecules. Exact numerical HF ener-
gies of diatomic and triatomic molecules have been obtained within 10~ Ej, accuracy without any extrapo-
lation. A finite-difference method has been used to solve Poisson’s equation for the Coulomb and ex-
change potentials and to evaluate the action of the Laplace operator on numerical orbitals expanded on an
interlocking multicenter quadrature grid of Becke.

Twenty-two (22) published or accepted papers, three (3) submitted papers, and an
invited book chapter® have originated from the work performed by the PI at University of Florida which
was supported by this DOE award (DE-FG02-04ER15621) during the last funding period (September 1,
2004 through October 31, 2007). NWCHEM 5.0 has been released in September 2006, containing the
computer codes and new capabilities developed in the PI’s group and is being used by applications chem-
ists to solve chemical problems on massively parallel supercomputers worldwide. Furthermore, the PI has
launched an online database of working equations and benchmark results of high-end electron-correlation
methods (http://www.qgtp.ufl.edu/~hirata/Database.html).

Owing to the space limitation, we summarize only some of the research highlights in more detail:

Combined Coupled-Cluster and Many-Body Perturbation Theories.’ Various approximations
combining CC and PT have been derived and implemented into the parallel execution programs. The im-
plemented models range from the CCSD(T), CCSD(2)7, CCSD(2)7¢, and CCSDT(2), methods to the CR-
CCSD(T) approach. The perturbative correction part of the CCSD(T)/cc-pVDZ calculations for azulene
exhibited a 45-fold speedup upon a 64-fold increase in the number of processors from 8 to 512.

Third- and Fourth-Order Perturbation Corrections to Excitation Energies from Configura-
tion Interaction Singles.® Complete third-order and partial fourth-order Rayleigh—Schrodinger perturba-
tion corrections to excitation energies from CIS have been derived and implemented by TCE as CIS(3)
and CIS(4)p. The consistent use of factorization, first introduced by Head-Gordon et al. in the second-
order correction to CIS denoted CIS(D), has reduced the computational cost of CIS(3) and CIS(4), from
O(n®) and O(n®) to O(n°) and O(r°), respectively, with n being the number of orbitals. It has also guaran-
teed the size intensivity of excited-state energies of these methods.

Symbolic Algebra in Quantum Chemistry.>* The PI has been invited to contribute an article to
a special issue entitled New Perspectives in Theoretical Chemistry by C. J. Cramer and D. G. Truhlar,
editors of Theor. Chem. Acc. In the article, the PI summarizes the computerization of complex symbolic
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algebra in the context of electron-correlation theories such as the manipulation of second-quantized op-
erators, Slater determinants, and Feynman diagrams.

High-Order Electron-Correlation Methods with Scalar Relativistic and Spin-Orbit Correc-
tions.” The TCE-synthesized high-order electron-correlation programs have been fitted with the ability to
use relativistic reference wave functions on the basis of scalar relativistic and spin-orbit effective poten-
tials and by allowing the computer-generated programs to handle complex-valued, spinless orbitals de-
termined by these potentials. We demonstrate the utility of the implemented methods in chemical simula-

tion wherein the consideration of spin-orbit effects is essential: Ioniza-

- ¢ ? tion energies of rare gases, spectroscopic constants of protonated rare

’g«-*.. & e ‘% L) gases, and photoelectron spectra of hydrogen halides.
’. ?:N* » _ﬁ J:",{' Fast Electron Correlation Methods for Molecular Clusters in
rt*‘-‘,f‘a_ el *q"" the Ground and Excited States.'” An efficient (linear and sublinear
3 i P % < . scaling) and accurate electronic structure method for clusters of weakly
- ; NGt interacting molecules has been proposed and combined with a variety of
"” “r-_u (' methods. It retains the one- and two-body (and three-body) Coulomb,
""'V!'._.“ - exchange, and correlation energies exactly and higher-order Coulomb
» “ 4 energies in the dipole approximation (hence the induction). The record

Fig.1. A large formaldehyde-
water cluster for which an ex-
cited-state coupled-cluster calcu-
lation with an aug-cc-pVDZ basis
was performed by us.

largest EOM-CCSD calculation was performed with the aug-cc-pVDZ
basis set for a formaldehyde—(H,O)s, cluster containing 247 atoms
(Fig.1). Two extensions to this scheme (a basis set superposition error
correction and the use of self-consistent atom-centered partial charges for

higher-order Coulomb energies) have also been made recently.”®

Franck—Condon Factors Based on Anharmonic Vibrational Wave Functions of Polyatomic
Molecules.'? Franck—Condon (FC) integrals of polyatomic molecules have been computed on the basis of
the VSCF or VCI calculations capable of including vibrational anharmonicity to any desired extent, also
taking account of the Duschinsky rotations, geometry displacements, and frequency changes. This method
in conjunction with the VCI and CCSD(T) method has predicted the peak positions and intensities of the
vibrational manifold in a photoelectron band of H,O with quantitative accuracy, revealing the importance
of intensity borrowing in reproducing some small peaks.

Fermi Resonance in CO,: A Combined Electronic Coupled-Cluster and Vibrational Con-
figuration-Interaction Prediction.”” We have presented a first-principles prediction of the energies of
the eight lowest-lying anharmonic vibrational states of CO,, including the fundamental symmetric stretch-
ing mode and the first overtone of the fundamental bending mode, which undergo a strong coupling
known as Fermi resonance. We have employed CCSD(T) and CCSDT in conjunction with a range of
Gaussian basis sets to calculate the PES of the molecule, with the errors arising from the finite basis-set
sizes eliminated by extrapolation. With the VCI, the best theoretical estimates of the anharmonic energy
levels agree excellently with experimental values within 3.5 cm .

Future Plans

We will continue the ongoing effort in our laboratory to develop grid-based HF and MP2 meth-
ods for polyatomic molecules. The 1/r, type singularity will be removed analytically from the Sinanoglu
equation and this singularity-free equation will be solved on a grid. Once these are completed, we will
extend these methods to higher-order correlation treatments beginning with the development of grid-
based LCCD, CCD, LCCSD, CCSD, and MP3.

We also propose to complement the vibrational many-body methods developed with a capability
to evaluate the transition integrals of dipole and polarizability operators with VSCF or VCI wave func-
tions. The ultimate purpose is to deliver a predictive theory and quantitative computational method to
simulate the multidimensional nonlinear spectroscopies such as the two-dimensional (2D) IR and Raman
spectroscopies that directly measure anharmonicity and vibrational mode-mode couplings and have ex-
ceptional promise as a technique providing time-resolved information in structural biology.
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Pauling first viewed the single/double bond pairs in the conjugated benzene ring as hybrid
orbitals with delocalized electrons [1], analogous to orbital behavior in metals. In particular, the
delocalized electrons are diamagnetic, as in a metal. The main difference with actual metallic
behavior is the presence of discrete, atomic-like energy states in aromatic molecules, whereas
relatively broad bands exist in metallic systems. This situation in aromatic molecules is the same
as in metallic nanoparticles, making such molecules an attractive arena for studying quantum
confinement effects on the nanoscale. Here, we consider the role of magnetic interactions
between local f-electrons and orbitals on aromatic rings. Early calculations that considered this
effect on cerocene [2-4], Ce(CgHg),, found that an intermediate valent, multiconfigurational
ground state can develop in analogy to the Kondo effect in metallic systems with small magnetic
impurities. Past and present evidence for this state will be present for cerocene [5,6], as well as a
collection of related molecules, including the cerium pentalene complex, Ce(CsHg), [7], and a
collection of cyclopentadienyl-based ytterbium adducts [5,8,9]. The ytterbocenes yield an
astonishing array of intermediate valent behavior, including valence/structural phase transitions.

References:
1] L. Pauling, J. Chem. Phys. 4, 673 (1936).
2] C.-S. Neumann and P. Fulde, Z. Phys. B 74, 277 (1989).

[

[

[3] M. Dolg et al., J. Chem. Phys. 94,3011 (1991).

[4] M. Dolg et al., Chem. Phys. 195, 71 (1995).

[5] C. H. Booth et al., Phys. Rev. Lett. 95, 267202 (2005).

[6] N. M. Edelstein et al., J. Am. Chem. Soc. 118, 13115 (1996).
[7] A. Ashley et al., Chem. Comm., 1515 (2007).

[8] M. Schultz et al., Organometallics 21, 460 (2002).

[

9] M. D. Walter et al., Organometallics 26, 2296 (2007).

*This work was supported by the Chemical Sciences Research Program, Office of Basic Energy
Sciences, Office of Science, Department of Energy, by Contract No. DE-AC02-05CH11231.
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Program: Heavy Element Chemistry

Program Title: A Fully Relativistic Density Functional Study of the Role of 5f
Electrons in Chemical Bonding in Transuranium Elements

Principal Investigator: Dr. Asok K. Ray, Professor of Physics, University of Texas at

Arlington, Arlington, Texas 76019

Our work is primarily concerned with actinide surfaces and adsorptions of atomic
and molecular systems on such surfaces. In this abstract, we outline the results from two
most recently completed projects, namely adsorptions of atomic carbon, nitrogen, and
oxygen on the (111) surface of 6 — Pu and on the (020) surface of a — Pu. For both cases,
first principles total energy calculations within the framework of generalized gradient
approximation to density functional theory with the Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional have been performed. The computational formalism is
the full potential all electron linearized augmented plane wave plus local orbitals (FP-
LAPW+lo) method as implemented in the Wien2k suite of software. This method makes
no shape approximation to the potential or the electron density. Within the FP-LAPW+lo
method, the unit cell is divided into non-overlapping muftin-tin spheres and an interstitial
region. The 6-Pu (111) surface is modeled by a supercell consisting of periodic 3-layer
slabs with two atoms per surface unit cell, where periodic slabs are separated in the z-
direction by vacuum regions of 60 Bohr thick. Chemisorption energies have been
optimized with respect to the distance of the adatom from the Pu surface for four
adsorption sites, namely the top site (adatom is directly on top of a Pu atom), bridge site
(adatom is placed in the middle of two nearest neighbor Pu atoms), hcp hollow site
(adatom sees a Pu atom located on the layer directly below the surface); and fcc hollow
site (adatom sees a Pu atom two layers below the surface). The adlayer structure
corresponds to a coverage of 0.50 of a monolayer in all cases. Computations were carried
out at two theoretical levels, one without spin-orbit coupling (NSOC) and one with spin-
orbit coupling (SOC). For NSOC calculations, the hollow fcc adsorption site was found
to be the most stable site for C and N with chemisorption energies of 6.272 eV and 6.504
eV respectively, while the hollow hcp adsorption site was found to be the most stable site
for O with chemisorption energy of 8.025 eV. For SOC calculations, the hollow fcc
adsorption site was found to be the most stable site in all cases with chemisorption
energies for C, N, and O being 6.539 eV, 6.714 eV, and 8.2 eV respectively. The
respective distances of the C, N, and O adatoms from the surface were found to be 1.16
A, 1.08 A, and 1.25 A. Our calculations indicate that SOC has negligible effect on the
chemisorption geometries but energies with SOC are more stable than the cases with
NSOC within a range of 0.05 to 0.27 eV. The work function and net magnetic moments
respectively increased and decreased in all cases upon chemisorption compared with the
bare 6-Pu (111) surface.

The a - Pu (020) surface was modeled by a 4-layer periodic slab consisting of a
total of 32 Pu atoms. Adsorption energies were optimized with respect to the distance of
the adatom from the Pu surface for four adsorption sites (see figure below). The sites are
the one-fold top site, one-fold hollow site, two-fold short bridge and two-fold long
bridge. At the top site the adatom sits directly on top of a Pu atom. At the hollow site the
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adatom sits a site that is on top of a Pu atom on the second layer. At the short bridge site,
the adatom sits between two Pu atoms having a short bond, whereas at the long bridge
site, the adatom sits between two Pu atoms with a long bond. The short bridge site was
the most stable adsorption site for C with chemisorption energies of 5.880 eV and 6.038
at the NSOC and SOC levels of theory respectively. The long bridge site was the most
stable adsorption site for N and O with chemisorption energies at the NSOC and SOC
levels of theory respectively being 5.806 eV and 6.067 eV for N and 7.155 eV and 7.362
eV for O. The respective distances of the C, N, and O adatoms from the surface for the
most stable adsorption sites were found to be 1.32 A, 1.26 A, and 1.35 A. Our results
show that SOC adsorption energies are more stable than NSOC adsorption energies in the
0.14-0.32 eV range. Here also, the work function and net spin magnetic moments
respectively increased and decreased in all cases upon chemisorption compared to the
bare surface. The local density of states and difference charge densities has been used to
analyze the interaction between the adatoms and the substrate.

(a) Top (b) Hollow (c) Short bridge (d) Long bridge
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Structure and Properties of Pu-Oxide Nanoclusters

Lynda Soderholm, S. Skanthakumar, Richard E. Wilson
Chemistry Division, Argonne National Laboratory, Argonne IL 60439

LS@anl.gov

A metrical description of actinide aggregates that form following hydrolysis has
remained elusive, despite their impact on chemical reactivity and physical properties.
Tetravalent Pu hydrolysis has received specific attention because the aggregates, known
as “Pu polymer”, remain soluble and once formed have proven difficult to remove or
destroy. Their presence in solution prohibits effective metal separations and impacts the
prediction of Pu transport and mobility in the environment. Long thought to be
amorphous, ill-defined oxyhydroxides formed by olation reactions, they are known to
form PuO;-like metal clusters upon aging. Our recent studies point to a very different
chemistry. Single-crystal structural studies of polymer reveal well-formed, Pu-oxide
crystallites and high-energy x-ray scattering (HEXS) results confirm monodisperse
complexes with correlations that extend out to 12 A or longer in solution. For example,
the cluster [Pu38056]40+ has been isolated in several different structures and seems to be
particularly stable. The packing in this moiety is slightly distorted from the classic
fluorite (Fm3m) symmetry found for PuO,. The clusters themselves are decorated with
anions in the solid state, for example to form the anion [Pu3gO56C154(H20)8]14'. The
Fourier transform of HEXS data obtained from solution is well modeled by the Pu-38
cluster but does not conclusively confirm the full chloride coordination. Optical data, also
obtained from solution samples, indicate the decorating anion’s lability, a result
supported by structural studies. Overall, our work suggests cluster formation via
oxolation, a chemistry seen with higher-valent transition metals such as Mo®" and W%,
which form a wide variety of stable polyoxometalates. Structural studies have isolated
samples with several monodisperse cluster sizes, suggesting magic-numbers may be
stabilized, a possible effect of anion species, pH and/or concentration. These factors will
be discussed in context of their impact on electronic properties.

This work is supported by the Heavy Elements Chemistry and Separation Sciences

Programs, Office of Basic Energy Sciences, Office of Science, Department of Energy, at
Argonne National Laboratory under contract DE-AC02-06CH11357.
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Probing Actinide Electronic Structure using High-Resolution Photoelectron
Spectroscopy*

Michael C. Heaven
Department of Chemistry

Emory University

Atlanta, GA 30322
High-level theoretical models of the electronic structures and properties of
actinide compounds are being developed by several research groups. This is a
challenging problem due to the need for explicit treatment of relativistic effects, and the
circumstance that many of these molecules exist in states where the f and/or d orbitals are
partially filled. Current theoretical models are being evaluated through comparisons with
experimental results. Gas phase data are most suitable for this purpose, but there have
been very few gas phase studies of actinide compounds. We are addressing this problem
by carrying out spectroscopic studies of simple uranium and thorium compounds (oxides
and halides). Multiple resonance spectroscopy and jet cooling techniques are being used
to unravel the complex electronic spectra of these compounds. Recent results for the
oxides will be discussed. Systematic errors in the accepted values for the ionization
energies have been discovered, and the patterns of electronic states for these molecules
provide information concerning the occupation of the 5f orbitals and their participation in

bond formation.

*This work was supported by a grant from the Heavy Elements Chemistry Branch,
Division of Chemical Sciences, Office of Basic Energy Sciences, Department of Energy

(DE-FG02-01ER15153-A003)
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Generation, Detection and Characterization of Gas-Phase Transition Metal
Containing Molecules
Timothy C. Steimle
Department of Chemistry and Biochemistry
Arizona State University
Tempe, Arizona 85287-1604
E-mail: tsteimle@asu.edu

I. Program Scope

The objective is to identify transient, transition metal containing, molecules and
produce highly quantitative information that elucidates bonding mechanisms and can be
used to evaluate the predictability of electronic structure calculations. Studies of late 4d
and 5d metal elements (e.g. Rh, Pd, Ir and Pt) are emphasized due to their role in efficient
activation of C-H or C-halogen bonds. The need for highly quantifiable data to gauge the
quality of electronic structure predictions has significantly increased as computational
approaches have evolved from traditional high level ab initio approaches to the current
extensively implemented density functional theory (DFT) approaches because the results of
DFT predictions depend radically on the nature of both the functional and basis set
employed. Experimental determination of permanent electric dipole moments, z,, magnetic
dipole moments, /4, and magnetic hyperfine interactions (Fermi-contact, by etc.) are
performed because 4, . and bg are highly sensitive to the nature of the chemically relevant
valence electrons and are routinely predicted. Furthermore, unlike other routinely
theoretically predicted properties such as bond lengths, R, and harmonic vibrational
frequencies, ., these properties vary radically across the Rh, Pd, Ir and Pt series (e.g. PtS
(X[Q=0"]): pe = 1.78(2) D vs. RhS( X *¥3,,)3.40(2) D).

Two classes of gas-phase spectroscopic studies are implemented: a) visible and near
infrared electronic spectroscopy using laser induced fluorescence (LIF) detection, b) mid-
infrared vibrational spectroscopy in the OH, CH and NH fundamental stretching region
(2.8um-3.6um). Small magnetic (Zeeman) and electric (Stark) field induced shifts in the
very high resolution spectra are analyzed to produce experimental values for u,, and pe.
Molecular beams of the transition metal containing radical molecules are produced by
skimming the output of a laser ablated/reagent supersonic expanding gas. The molecules
are produced with an internal temperature of typically 10 K to minimize spectral congestion
and recorded at near the natural linewidth limit (typically 30 MHz).

1. Recent Progress

A. RhH, RhC, RhF, RhN (Publ. #7), RhO (Publ. #6), RhS(Publ. #8),

Recently we recorded and analyzed the optical Stark spectra of RhO, RhN and RhS.
The determined ground state values for g were (RhN:2.43(9)D) < (RhO:3.81(4)D) =
Le(RhS:3.40(2)D). More insightful than s is a comparison of the reduced dipole moment
(E1/R») amongst the series where the observed ordering is RhN (1.48 D/A) < RhS (1.65
D/A) < RhO (2.22 D/A). A major finding of these studies is how well a relatively simple
molecular orbital correlation diagram can qualitatively predict the observed relative values
of u/R,. This correlation diagram predicts that the primary configurations are
16%17*18"26% for RAN(X'E") and 16°17*18*26'2n* for RhO and RhS (X*T"). Here only
the valence electrons are used in numbering the molecular orbitals. The 1o and 17 are the
4d(Rh)+p(O,N,S) bonding combinations, the 16 a non-bonding 4d.,, the 26 a non-bonding
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5s/5p hybrid orbital polarized away from the bond, and the 2n the 4d(Rh)-p(O,N,S) anti-
bonding combination. The three major contributions responsible for the observed ordering
of /R, are: 1) the changes in the polarity of the bonding o and 7 orbitals; 2) the
occupation of the non-bonding 2c; 3) the occupation of the anti-bonding 2r orbital. The
polarity of the bonding 1o and In orbitals, which are fully occupied in this series, should be
RhS < RhN < RhO, mimicking the trend in electronegativities. This alone would predict an
order for /R, of RhS < RhN < RhO. Occupation of the 2o orbital greatly reduces t./Ro
because it moves electron density away from N, O and S. The 2c orbital is doubly
occupied for RhN and singly occupied for RhO and RhS, thus the order for z./R, becomes
RhN < RhS < RhO. Occupation of the 2r anti-bonding orbital increases /R, because it
places partial charge on the N, O or S atom. The lack of occupation of the 2w orbital in
RhN and double occupation for RhO and RhS contributes to reducing &/Ro.

The results of a recent DFT calculation for RhN and RhO and a high level ab initio
prediction for RhN are compared in Table I. The DFT value of 4.107 D for RhN predicted
utilizing the hybrid functional B3LYP with a LanL2DZ basis set was closest to the
observed value of 3.81(2) D. The four other functionals used (SVWN, BP86, Meta-BP86,
and Lb94) produced values of ¢ in the range of 3.041D to 3.235D. Unfortunately, the
B3LYP/LanL2DZ calculation, which gives the best agreement for ., gives the poorest
prediction for R. Similarly, the hybrid functional B3LYP with a LanL.2DZ basis set gives a
perdiction of z for RhO (=2.466 D) closest to the true value (= 2.43(5) D) with the four
other functionals (SVWN, BP86, Meta-BP86, and Lb94) producing values that range from
of 1.486 D to 3.372 D. The ab initio value is approximately 20% below observation.

Table I. Ground state electric dipole moments, u,, of RhN, RhO and RhS (in Debye)

RhAN(X '=") RhO(X“*23,,) RhS(X*5,,)
Exp. 2.43(5) 3.81(2) 3.40(2)
DFT 3.27%,3.37° 1.49%,2.479 1.56°  3.04% 3.24°,3.09° 4.119, 3.13° -
Ab initio 2.08" - -

DFT: (CPL,421, 281,2006) Various functionals: * SVWN; be86; “meta-Bp86; YB3LYP; °Lb94;
Ab initio: (THEOCHEM, 393, 127 (1997)) CASSCF/MRCI

We recently recorded the low-resolution, near uv, LIF spectra of RhF, RhH and
RhC produced in the reaction of ablated rhodium with SF¢, H, and CHa, respectively

(see Figure 1). Numerous other spectral features were also observed.
Rh + CH,

RhC
RHC Figure 1. Low-resolution, near uv, LIF

» spectra of the reaction products of ablated
' rhodium and a supersonic expansion or
Rh+H,  Run SF¢/Ar, (lower), H, (middle), and CHy4
? (upper). Bands associate with electronic
: transitions of RhF, RhH and RhC are
‘ readily identified using existing
e i information. Numerous other bands are
ﬂw also evident. Optical Stark measurements
d of RhC, RhF and RhH are in progress.
450 460 470 480 490 500

Laser wavelength (nm) ——»

Laser Induced Fluorescence Signal ——»

19



B. Molybdenum monocarbide, MoC(Publ. # 9)
Understanding the nature of the transition metal/carbon bond is fundamental to many

areas of organometallic chemistry and gz is the best gauge of the direction and magnitude
of the polarity of this bond. We recently recorded and analyzed the optical Stark effect in

the Re(0) and Qg(l) branch features of the [18.6]'TI; — X °Z (0,0) band of **MoC to

determine s values of 2.68(2) D and 6.07(18) D for the [18.6]°I1;(v=0) and X °T (v=0)
states, respectively. The only previously determined g, values for transition metal
monocarbides are those for FeC, RuC, IrC and PtC, which were all measured in our
laboratory. u for MoC has been predicted by various DFT and ab initio theoretical
methods the results of which are collected in Table II. The DFT values vary from 3.145 D
to 5.50D depending upon basis set and functional. The all electron, ab initio,
CASSCF/MRCI calculation performed better than the relativistic effective core potential
(ECP) approach. A molecular orbital correlation diagrams for the early (Y, Zr, Nb, Mo and
Ru) monocarbides was developed that qualitatively predicts the trend in .

Table I1. Permanent electric dipole moments of MoC (Debye) X33

Exp. Ab initio DFT
All-elec. ECP. SVWN Bp86 Meta- Lb9%4 B3LYP B3LYP
MRCI MRCI Bp86
6.07(2) 6.15 5.87° 5218  5.209° 5.200° 5.080° 5.50¢ 3.145°

(a) L Shim and Karl A. Gingerich, J. Chem. Phys., 106(19), 8093 (1997), (b) P. A. Denis and K.
Balasubramanian, J. Chem. Phys., 125, 024306 (2006)., (¢) J. Wang, X. Sun, and Z. Wu, Chem.
Phys. Lett., 141, 426(1-3)(2006). (d) F. Stevens, V. Van Speybroeck, I. Carmichael, F. Callens, M.
Waroquier, Chem. Phys. Lett., 281, 421(2006)

C. Mid-infrared spectroscopy using Stark Modulation

A very sensitive and selective mid- Stabllized cw-
infrared spectroscopic spectrometer has been
successfully developed (Figure 2) and is being R
used in the search for polyatomic metal pomer__a | Ml 1] ¢
containing radicals. It employs a difference
frequency generation (DFG) scheme using a
periodically poled lithium niobate (PPLN)
crystal similar to that previously used by Curl’s s Lo
group (Rice) and currently used by Nesbitt’s EpaRNian
group (NIST). Like those spectrometers, dual .
balance beam detection and high-pass filtering | ===
is used to enhance S/N. Unlike the Rice and —-— -
NIST spectrometers, Stark modulation is also o b
implemented. Our first Stark modulation spectra e

1 W, 1064 nm Stabilized cw-
Ti: Sapphi:
0.5W; 680-900nm

| Modulation
Supply

(CH;0H seeded in Argon) were recently | Fig. 2 The high-resolution, mid-IR, spectrometer
recorded. developed for the study of polyatomic metal
containing radicals.
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I11.Future Plans

A. Near uv ultrahigh resolution LIF of metal systems.

Many of the transition metal containing radicals of interest (see Fig. 1) have intense
electronic transitions in the near uv (370-460 nm) spectral region where we previously did
not have tunable monochromatic radiation sources. We recently purchase an external cavity
doubler to be used with our cw-dye and Ti:Sapphire lasers that will extend our wavelength
coverage to down 420 nm. In addition to the RhC, RhH and RhF molecules, studies of PdX
series (X=C,N,O,H,F) will be initiated. Information on gas-phase Pd containing molecules
is very limited.

B. Mid-IR spectrometer: Pulsed discharge source for radical generation

The 50 kHz Stark modulation scheme that we have recently implemented has
resulted in an approximate 10” enhancement in the S/N. In those preliminary experiments
involving CH30H seeded in argon the pulsed molecular beam had a temporal distribution
long enough (=500 ps) for sufficient modulation. The laser ablation scheme we have
traditionally used has a temporal distribution too short (= 50 ps) for implementation. An
alternative dc discharge source is being constructed for molecular production.

Publications of DOE sponsored research - 2004-present:

1. “The permanent electric dipole moments of Ruthenium Monocarbide in the ’T1 and °A
states” Wilton L. Virgo, Timothy C. Steimle, Laura E. Aucoin and J.M. Brown, Chem.
Phys. Lett. 391,75-80, (2004).

2. “The permanent electric dipole moments of WN and ReN and nuclear quadrupole
interaction in ReN” Timothy C. Steimle and Wilton Virgo, J. Chem. Phys. 121 12411
(2004).

3. “The permanent electric dipole moment and hyperfine interaction in Ruthenium
Monoflouride, RuF.” Timothy C. Steimle, Wilton L. Virgo and Tongmei Ma, J. Chem.
Phys. 124, 024309-7 (2006).

4. “High Resolution Laser Induced Fluorescence Spectroscopy of the [18.8] *®; — X *®;
(0,0) Band of Cobalt Monofluoride” Timothy C. Steimle, Tongmei Ma, Allan G. Adam,
William D. Hamilton and Anthony J. Merer, J. Chem. Phys. 125, 6 064302-1-064302-9
(2006).

5. “The permanent electric dipole moment and magnetic g-factors of uranium monoxide,
UQO” Michael. C. Heaven, Vasiliy Goncharon, Timothy C. Steimle, Tongmei Ma,
Colan Linton J. Chem Phys. 125 204314/1-20431/11 (2006).

6. “A Molecular Beam Optical Stark Study of the [15.8] and [16.0] *T1,, —X*=" (0,0) Band
Systems of Rhodium Monoxide, RhO.” Jamie Gengler, Tongmei M, Allan G. Adam,
and Timothy C. Steimle, J. Chem. Phys.126 134304-11 (2007)

7. “A Molecular Beam Optical Stark Study of Rhodium Mononitride, RhN” Tongmei Ma,
Jamie Gengler, Zhong Wang, Hailing Wang and T.C. Steimle, J. Chem. Phys. J.Chem.
Phys. J. Chem. Phys. 126 244312-8 (2007).

8. “A Molecular Beam Optical Stark Study of the [18. 1]2H1 /2-X42'1/2, RhS” Tongmei Ma,
Hailing Wang and T.C. Steimle, J. Chem. Phys. (Accepted August (2007).

9. “Optical Stark spectroscopy of molybdenum carbide, MoC” Wilton L. Virgo and
Timothy C. Steimle, J. Chem. Phys. (Accepted Aug 2007).
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Investigating the Mechanisms of Oxidation Reactions Occurring on Heterogeneous Catalysts

A. W. Castleman, Jr.
Pennsylvania State University
Departments of Chemistry and Physics
104 Chemistry Building
University Park, PA 16802
awc(@psu.edu
Program Scope:

Increased consumption of energy worldwide has induced major expansions in research efforts devoted to
discovering more efficient processes. Catalysts have the capability to considerably reduce the energy requirements
of chemical reactions and to selectively promote the creation of desired products. Moreover, catalysts are widely
employed in the production and storage of both conventional as well as alternative forms of energy and find
particular value in reactions designed to effect pollution abatement. To sensibly improve the performance of
existing catalysts and develop new ones, an elementary molecular level understanding of catalytic reactions is
crucial. The current approach to designing heterogeneous catalysts involves mainly the combinatorial preparation
and testing of different catalytic materials. From a conceptual point of view, unfortunately, such methods yield
little insight into why one particular catalyst loading is more active than another. Analytical approaches,
employing surface science techniques, have made significant contributions to the understanding of heterogeneous
catalysis. Regrettably, even such sophisticated methods are not always able to determine the exact nature of the
active sites responsible for catalytic activity.

Our experimental approach, employing gas phase metal oxide clusters, is designed to provide molecular level
insight into the mechanisms of oxidation reactions occurring in the presence of transition metal oxide catalysts.
Through a multistage mass spectrometry technique we are able to investigate, with atomic level precision, how
the physical and chemical characteristics of different materials influence their ability to facilitate catalytic
reactions.

The study of gas phase clusters has been demonstrated to be an effective method of investigating the chemical
and physical properties of catalytically active bulk materials. The surface of a metal oxide catalyst may be viewed
as a collection of clusters, as proposed by Muetterties. Somorjai, furthermore, has established that surface
chemical bonds have properties similar to those of clusters. Additionally, investigations of cluster reactivity have
demonstrated correlations between reactions occurring on gas phase clusters and those taking place on the
corresponding bulk phase catalysts. The study of gas phase clusters, therefore, offers the advantage of
investigating isolated potential catalytic active sites in the absence of solvent effects and surface inhomogeneities
that complicate research in the condensed phase. Gas phase experiments, additionally, allow the effects of cluster
size and composition to be studied on an atom by atom basis. This is particularly relevant in nanocatalysis where
the properties of catalytic nanoparticles have been found to change over orders of magnitude by the incorporation
or removal of a single atom. Cationic or anionic clusters may also better emulate charged active sites on bulk
surfaces that result from electron transfer between the support material and the catalyst. Finally, clusters are small
systems that can be accurately described using high level theoretical calculations. Our cluster based approach,
therefore, has significant advantages and provides detailed insight into the molecular level mechanisms of
catalytic oxidation reactions. Information gained from these studies may aid in the directed design of future
catalysts with improved activity and selectivity.

Recent Progress:

During the current grant period, we continued investigating the molecular level details of heterogeneous
oxidation reactions. In particular, we completed a systematic study of the reactivity of several 3d transition metal
oxides with CO. These experiments were conducted to gain understanding of the fundamental steps of CO
oxidation, a reaction of substantial importance to environmental pollution abatement. To acquire more detailed
insight into the mechanisms and energetics of these reactions we collaborated with the theoretical physics group
of Professor Shiv N. Khanna at the Virginia Commonwealth University.

Our experiments involving iron oxides were motivated by theoretical calculations suggesting an energetically
favorable oxidation reaction with CO. Through a joint experimental and theoretical effort we determined the
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effect of ionic charge state on the reactivity of FeOs” clusters with CO. Studies of both the cationic and anionic
FeOj; clusters demonstrated that charge state has a dramatic effect on the oxidation behavior. Similar to gold
oxide clusters, which we have also studied in this context, FeO;' cations were determined to be far more active
than the corresponding anions. Theoretical calculations predicted that it is energetically favorable for the reaction
of FeO;" with CO to proceed to a final stage forming FeO,", FeO", and Fe" as the products. Indeed, each of these
products were observed experimentally for the reaction of FeO;" with CO. In contrast, for anionic FeOys’, only the
product FeO, was observed experimentally. A theoretical analysis of the reaction pathways provides evidence
that the observed dependence of reactivity on ionic charge state is in part caused by the binding energy of oxygen
to the metal atom. More energy is required to remove oxygen from the anionic clusters than from the cationic
clusters. For cations, a charge deficiency localized on the iron atom weakens the Fe-O bonds and enables higher
reactivity with CO. The relative reactivity of iron oxide and gold oxide clusters with CO was revealed to be very
similar. Iron, however, being cheap and abundant, may be much more practical for application in commercial
pollution abatement processes.

Systematic studies of the reactivity of anionic iron oxide clusters with CO were conducted to determine the
influence of stoichiometry on oxidation efficiency. CO oxidation was determined to be the dominant reaction
channel for most anionic iron oxide clusters. A theoretical analysis of the molecular level mechanisms was carried
out to establish the energy profiles of the reactions and the influence of the spin states of the intermediates on the
oxidation efficiency. The most active and selective iron oxide anions for CO oxidation were composed of one
more oxygen atom than iron atom. The increased reactivity of this stoichiometry is attributed to two factors: (1)
The energy required to remove an O atom from these clusters is less than the energy gained from forming CO,,
thereby making the oxidation energetically favorable. (2) The small size of the clusters, compared to bulk iron
oxide, allows structural rearrangements that eliminate or reduce the energy barriers making oxidation kinetically
feasible.

Comprehensive investigation of the reactivity of cationic iron oxide clusters with CO revealed that the FeO",
Fe,O", and Fe,0;" stoichiometries were particularly active for CO oxidation. The reaction of Fe,0;" with CO
yielded a particularly intense oxygen atom transfer product. The oxidation reaction was calculated to be
exothermic by 2.12 eV and found to involve CO binding to a weakly bound oxygen atom followed by CO, loss.
Our experiments show that Fe,O;" promotes CO oxidation, in agreement with studies by others involving neutral
Fe,0; nanoparticles. Theoretical structural calculations predict that the weakly bound oxygen atom outside of the
Fe,0," ring of Fe,05" exhibits increased activity for O atom transfer to CO. Indeed, collision induced dissociation
(CID) experiments with inert xenon gas also produced a small atomic oxygen loss product at near thermal
energies, verifying this important theoretical prediction.

To complement our investigation of iron oxide clusters, experiments were undertaken in our laboratory to
determine the structural characteristics of cobalt oxide and nickel oxide clusters as well as their reactivity with
CO. CID experiments were conducted employing Xe gas to elucidate the structural building blocks of the larger
clusters. These studies provided insight into how different d-electron configurations impact the dissociation
pathways and bonding motifs of 3d transition metal oxide clusters. Reactivity studies with CO were also carried
out and revealed that metal oxide clusters composed of various 3d metals have different stoichiometries which are
the most active for CO oxidation.

The anionic cobalt oxide clusters studied, CoO,.;", C0,0s.5, and Co;0;., exhibited oxygen atom loss as the
most common CID fragment. This indicates the presence of atomically bound oxygen on the majority of anionic
cobalt oxide clusters. The more oxygen rich cobalt oxide cluster anions, however, also fragmented through loss of
molecular oxygen, sometimes at very low collision energies. These oxygen rich species, therefore, contain weakly
bound molecular O, subunits which are not highly activated. Loss of neutral metal oxide fragments was also
observed for anionic cobalt dimer and trimer oxide clusters. The more oxygen deficient dimer species, however,
showed loss of a metal oxide fragment at lower energy than O atom dissociation. The anionic trimer oxide
clusters exhibited a Co,O3 product as the most stable structural subunit. In order to determine the influence of
charge state on the structure of cobalt oxide clusters, cationic Co0,4" and C0202,4,6+, were also studied. Both
CoO" and Co,0," fragmented revealing an oxygen atom product at slightly elevated collision energies and
indicating the presence of atomically bound oxygen. The oxygen rich cationic monomer clusters exhibited loss of
an O, first, followed by an O atom, demonstrating the presence of loosely bound molecular O, subunits. The CID
results for the cationic cobalt oxides were somewhat different from the anionic clusters in that the fragmentation
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of molecular O, units was far more common for cations. Furthermore, these fragments were often produced at
very low collisional energies indicating that O, units are weakly bound and, therefore, not significantly activated.

Reactivity experiments with CO revealed oxygen atom transfer products for all anionic monomer through
trimer cobalt oxide clusters. It is interesting that Co;Os™ and Co;0¢, which are oxygen rich species exhibiting O,
fragmentation in CID experiments, underwent oxygen atom transfer as the major reaction channel with CO. This
may indicate the presence of highly activated O, species. For the cationic cobalt oxide clusters, dissociation of O,
followed by association of CO was the major reaction channel observed. Association of multiple CO molecules
following dissociation of O, subunits was also observed for several cluster species.

The nickel oxide anion clusters studied were NiO,.;, Ni,0;s4, Ni3O;.5and NiyO4.5. The general trends in the
CID fragmentation of these clusters are consistent with those observed for cobalt oxide anions. The more oxygen
deficient species dissociate O atoms and more oxygen rich clusters fragment intact O, units. Upon careful
inspection, however, certain differences between cobalt oxides and nickel oxides become apparent. For the MO3’
species, cobalt dissociates an atomic oxygen atom, while nickel fragments an intact O, unit. The additional
d electron in nickel, therefore, seems to favor the binding of molecular rather than atomic oxygen. Furthermore,
for M;0s clusters, dissociation of an O, unit requires significant energy for cobalt, while nickel fragments an O,
unit at thermal energy. Nickel, therefore, seems to bind oxygen more loosely than cobalt. To determine the effect
of charge state on nickel oxide clusters NiO,.4" and Ni,O,;" cations were studied. For all of the cation clusters
except NiO", O, was the first fragment observed indicating that cationic nickel centers bind oxygen preferentially
in the molecular form. The dimer clusters, furthermore, fragmented O, at near thermal collision energies,
demonstrating that this unit is only weakly bound to the nickel cations. Nickel oxide anions, when reacted with
CO, exhibited atomic oxygen loss products. For larger clusters, only Ni;O4 and NiyOs showed oxygen atom
transfer products, which is evidence that clusters with one more oxygen atom than nickel atom have a particularly
active stoichiometry for the oxidation of CO. Furthermore, no products were observed with clusters containing the
same number of metal and oxygen atoms, Niz;O;" and Ni;O4 . For cationic nickel oxides reacted with CO, oxygen
atom transfer was observed only for NiO", NiO,", and Ni,O;', however, only for NiO" was it the major reaction
channel. The most prominent product channel detected for cationic clusters was the dissociation of an O, followed
by association of a CO molecule. The dimer nickel oxide cation species also exhibited products of the
fragmentation of Ni, NiO, and NiO, units. The adsorption energy of CO onto these clusters, therefore, is
sufficiently exothermic to break the Ni-O bonds of the nascent cluster. These recent experiments, therefore, reveal
that metal oxide clusters composed of various 3d metals bind oxygen in specific configurations and have distinct
stoichiometries which are ideal for CO oxidation.

Future Studies:

Catalyst support materials can have a significant influence on the activity of metal catalyst particles.
Primarily, the binding mode of the catalyst particles to the support material can dramatically affect the size
distribution of the active phase. Additionally, the metal-metal bonds of catalyst particles can become strained
upon adsorption onto the support. This in turn creates regions of charge accumulation and deficiency that are
critical to catalytic activity. Differences in the electronegativity of the elements comprising the support and
catalyst may also lead to charged active sites. Finally, the interface between the support and catalyst material can
serve as a unique bifunctional site where reactants may bind in configurations which are favorable for reaction. To
gain further understanding of the molecular level mechanisms involved in heterogeneous oxidation catalysis, we
plan to investigate the influence of elements used as support materials on the activity of commercial catalysts. We
intend to focus specifically on the oxidation of CO, SO, and simple chemical feedstocks such as methanol,
methane and propylene. Preliminary results on aluminum and zirconium oxide clusters have revealed certain
stoichiometries that are particularly active for the oxidation of CO and methanol, respectively. After
characterizing the behavior of the pure support materials we plan to investigate the influence of catalyst-support
interactions through reactivity studies of bimetallic oxide clusters. Mass selected reactivity studies will provide
insight into how systematically doping single metal oxide clusters with a second metal influences reactivity. CID
experiments will aid in determining bond energetics and structural configurations. Our forthcoming bimetallic
studies will build upon our previous work with gold and iron and our preliminary studies of zirconium. We plan
to study the reactivity of mixed iron/gold and copper/zirconium oxide clusters with CO and methanol,
respectively. We also intend to continue our valuable collaboration with the theoretical groups of Professor
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Vlasta Bonaci¢-Koutecky at the Humboldt University in Berlin and Professor Shiv N. Khanna at the Virginia
Commonwealth University. The insight provided by their computational work allows us to develop a much more
complete and detailed understanding of the mechanisms involved in catalytic oxidation reactions.
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Program Scope

The focus of our research program is the study of gas phase metal clusters and metal ion-
molecular complexes as models for the fundamental interactions present in heterogeneous catalysis
and metal ion solvation. The clusters studied are molecular sized aggregates of metal or metal
compounds (oxides, carbides). We focus specifically on the bonding exhibited by "physisorption"
versus "chemisorption" on cluster surfaces, where the distinction is one of the cluster-adsorbate
bond energy, and on solvation interactions in which the ligand is a solvent molecule such as water.
Complexes containing a metal center with one or more atoms and one or more attached small
molecules provide the models for adsorption and solvation . These studies investigate the nature of
the metal-molecular interactions and how they vary with metal composition and cluster size. To
obtain size-specific information, we focus on ionized complexes that can be mass-selected. Infrared
photodissociation spectroscopy is employed to measure the vibrational spectroscopy of these
ionized complexes. The vibrational frequencies measured are compared to those for the
corresponding free-molecular resonances and with the predictions of theory to reveal the electronic
state and geometric structure of the system. Experimental measurements are supplemented with
calculations using density functional theory (DFT) with standard functionals such as B3LYP.

Recent Progress

The main focus of our work over the last two years has been infrared spectroscopy of mass-
selected cation-molecular complexes, e.g., Ni'(C2Ha)n, Ni'(H20)n, Nb+(N 2)n and M+(C0)n. These
species are produced by laser vaporization in a pulsed-nozzle cluster source, size-selected with a
specially designed reflectron time-of-flight mass spectrometer and studied with infrared
photodissociation spectroscopy using an IR optical parametric oscillator laser system (OPO). We
have studied the infrared spectroscopy of various transition metal ions in complexes with the
ligands indicated. In each system, we examine the shift in the frequency for selected vibrational
modes in the adsorbate molecule that occur upon binding to the metal. The number and frequencies
of IR-active modes in multi-ligand complexes reveal the structures of these systems, while sudden
changes in vibrational spectra or IR dissociation yields are used to determine the coordination
number for the metal ion in these complexes. In some systems, new vibrational bands are found at a
certain complex size that correspond to intra-cluster reaction products. In small complexes with
strong bonding, we use the method of “rare gas tagging” with argon or neon to enhance dissociation
yields. In all of these systems, we employ a close interaction with theory to investigate the details
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of the metal-molecular interactions that best explain the spectroscopy data obtained. We perform
our own density functional theory (DFT) or MP2 calculations (using Gaussian 03W or GAMESS)
and when higher level methods are required (e.g., CCSD), we collaborate with local theorists (Profs.
P.v.R. Schleyer, H.F. Schaefer) or those at other universities (Prof. Mark Gordon, lowa State). Our
infrared data on these transition metal ion-molecule complexes are the first available, and they
provides many examples of unanticipated structural and dynamical information.

One technical improvement implemented this year has been the extension of our infrared
lasers to longer wavelengths. With the original configuration of our OPO system, the wavelength
coverage was 2000-4500 cm™. Now we have added AgGaSe, and LilnS, crystals to this system,
which extend the coverage to the region of 700-2000 cm™. In particular, this allows investigation of
the carbonyl stretching region, the bending mode of water, the carbon skeletal modes of benzene,
etc. New infrared spectra have been obtained in the 700-2000 cm™ region for several new cation-
molecular complexes.

M'(H,0), complexes and those tagged with argon have been studied previously in our lab
for the metals iron, nickel, cobalt and vanadium. In the past year, we extended these studies to
titanium, chromium, scandium, copper, silver, gold and zinc complexes. We have studied the noble
metal ions copper, silver and gold with one and two water molecules. The gold system prefers a
coordination of two ligands, and red-shifts its O-H stretches much more than those of copper and
silver. In the vanadium system, we have studied multiple water complexes. Hydrogen bonding
bands appear for the first time for the complex with five water molecules, establishing that four
water molecules is the coordination for V'. Copper and zinc complexes with a single attached water
have unexpected vibrational bands at high frequency above the normal region of the symmetric and
asymmetric O-H stretches. With the help of theory by Prof. Anne McKoy (Ohio State), we are able
to assign these features to combination bands involving the twisting motion of the water. Silver and
chromium complexes were rotationally resolved, providing the H-O-H bond angle in these systems.
In very new work, we have been able for the first time to produce multiply charged transition metal
cation-water complexes for chromium and scandium systems tagged with multiple argons. IR
spectra of these systems have very different intensity patterns and O-H shifts than those for the
singly charged systems.

M+(N2)n complexes have been studied in the N-N stretch region for Fe', V' and Nb"
complexes. Binding to metal makes the N-N stretch IR active even though it is forbidden in the
isolated molecule. Theory shows that most metals prefer end-on binding configurations, but some
(e.g., cobalt) prefer to bind side-on as in a t-complex. The N-N stretch is red shifted for these
metals compared to this frequency for the free nitrogen molecule, in much the same way that
carbonyl stretches also shift to the red. M"(N,); complexes for both of these metals are found to
have a square-planar structure. However, the most stable coordination for both metals occurs in a
complex with six ligands. In Nb", addition of the fifth ligand induces a spin change on the metal ion
from quintet to triplet, and this spin state persists in the larger complexes.

M'(CO), complexes are analogous to well-known species in conventional inorganic
chemistry. However, we are able to make these systems without the complicating influences of
solvent or counter ions. The C-O stretch in most transition metal complexes shifts strongly to the
red from free CO, and this vibration falls below 2000 cm™. This lies outside the tuning range of our
OPO lasers in their former configuration, but this region is now accessible with our new crystals.
We have examined so-called non-classical carbonyl complexes of gold, silver and platinum.
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M'(CO), complexes for these systems have been studied, and they exhibit the expected blue-shift of
the carbonyl stretch relative to free CO. The size dependence of these resonances provides insight
into the structures of these complexes. We collaborated on the gold system with Prof. Mark Gordon
(Iowa State) who was able to do relativistic calculations to compare to our spectra.

In a new venture, we have collaborated with Prof. Stephen Leone (UC-Berkeley) on a
project using the Advanced Light Source at Lawrence Berkeley National Lab. In this work, a
cluster beam machine with a pulsed laser vaporization source has been upgraded and optimized to
interface with the quasi-continuous VUV output of the ALS. In initial experiments, threshold
ionization measurements were conducted on carbon clusters containing up to 15 atoms. We
collaborated with Prof. Fritz Schaefer and Dr. Wesley Allen at Georgia on new high level
calculations on the carbon clusters in the size range of 4-10 atoms. Ionization energies were
computed for linear and cyclic isomers for comparison to the ionization thresholds measured. In
many cases, evidence was strong for the presence of a single isomeric species (e.g., linear Cog and
cyclic Cyp) in the neutral cluster distribution.

Future Plans

Future plans for this work include the extension of these IR spectroscopy studies to more
ligands and to complexes with multiple metal atoms. We want to study more reactive metals with
hydrocarbons such as ethylene or methane that might produce carbenes, vinylidene or ethylidyne
species. These systems should exhibit characteristic IR spectra, and will allow us to make better
contact with IR spectroscopy on metal surfaces. Studies of carbon monoxide have been limited so
far because the tuning range of our present laser system only extends down to 2000 cm™. However,
the new crystals that we now have extend the range of OPO systems like ours down to the 1000-
2000 cm’™ range, where many new metal carbonyls can be studied. We are continuing to redesign
and improve the cluster beam machine at the ALS, and will employ it in the future for ionization
threshold measurements on a number of metal oxide clusters.

In all of these studies, we have focused on the qualitative effects of metal-adsorbate
interactions and trends for different transition metals interacting with the same ligand. Our
theoretical work has revealed that density functional theory has some serious limitations for small
metal systems that were not previously recognized. This is particularly evident in metals such as
vanadium and iron, where two spin states of the metal lie at low energy. DFT has difficulty
identifying the correct relative energies of these spin states. Further examinations of this issue are
planned, as it has significant consequences for the applications of DFT.

Publications (2004-2007) for this Project
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Water’s complexity as a liquid and solvent originates in the hydrogen bonding
interactions, which result in a locally structured hydrogen bond network that reorganizes
on femtosecond and picosecond time scales. Aqueous reactivity and charge transport is
largely dictated by the fluctuations and distortions of this network. The goal of our
research is to develop ultrafast spectroscopies that can be used to characterize the
molecular dynamics of hydrogen bonding in water and aqueous solutions, and reveal how
these dynamics influence aqueous charge transport and reactivity. Our work can be
divided into three areas: (1) studies of hydrogen bonding dynamics in water; (2) studies
of proton transfer in aqueous acid and base solutions; and (3) development of new optical
and spectroscopic technology used in these studies.

Hydrogen Bond Dynamics in Water

In order to monitor water’s evolving structure, we employ ultrafast, infrared
spectroscopy of the OH stretch of a solution of dilute HOD in D,O. The OH absorption
lineshape is broad due to the large distribution of hydrogen bonding environments present
in the liquid, with molecules involved in strong hydrogen bonds absorbing low frequency
side of the lineshape and molecules in strained or broken hydrogen bonds absorbing at
the high frequency side. Our experiments observe the fluctuations of water’s hydrogen
bonding network by tagging molecules at a particular initial frequency and watching how
this frequency varies in time. In previous experiments we characterized the global
hydrogen-bonding and orientational fluctuations of the liquid. Vibrational echo peak shift
measurements were used to characterize the OH frequency correlation function, which
shows an initial 60 fs decay, a 200 fs beat due to hydrogen bond stretching motion, and a
1.4 ps decay corresponding to hydrogen bonding reorganization. A pump-probe
anisotropy measurement, which describes HOD reorientation, showed a fast 50 fs decay
due to intermolecular librations (hindered rotations) followed by diffusive reorientation
on a 3 ps timescale. Unfortunately, both of these measurements average over all
hydrogen bonding configurations and, while able to determine the timescales of the
rearrangement of the liquid, are unable to shed light on the mechanism by which this
reorganization occurs.

2D IR spectroscopy provides us with the ability to track how different hydrogen
bonding environments interconvert over time. A 2D spectrum correlates how a molecule
excited at an initial frequency evolves to a final frequency after a given waiting time. By
varying the waiting time, we can follow how molecules initially in strong or weak
hydrogen bonds exchange. For waiting times up to the vibrational lifetime of 700 fs, the
overall changes to the 2D lineshape describe the loss of frequency correlation of HOD
molecules. We have developed a number of metrics that quantify this loss of frequency
memory in 2D lineshapes.
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More interesting are the frequency dependent changes to the lineshape. If we
apply our lineshape metrics to the high and low frequency sections of the 2D spectra,
they show very different results indicating that molecules in strong hydrogen bonds
experience different fluctuations than molecules in weak hydrogen bonds. Moreover, the
2D spectra indicate that molecules in strained or broken hydrogen bonding configurations
relax to band center on the timescale of librational motions, which strongly suggests
broken hydrogen bond states do not exist as stable minima on water’s free energy
surface. This argues that hydrogen bond switching is a concerted process in which
broken hydrogen bonds are a configuration visited fleetingly as a water molecule
reorients from one hydrogen-bonding partner to another. MD simulations of the
switching event indicate that the free energy surface probed by our experiments projects
well onto a bifurcation coordinate that describes distance and angular changes between
the hydrogen bond donor and the initial and final acceptor molecules.

The fact that hydrogen bond switching is a concerted motion implies that an
appropriate reaction coordinate for describing the exchange of hydrogen bonding partners
must involve the collective motion of no less than three water molecules. To
experimentally study this mechanism another frequency marker must be introduced to
directly map the relative motion between multiple water molecules. Our p