Science
Office of Science

Funding by Site by Program

(dollars in thousands)

| FY 2004 | FY 2005 | FY 2006 | $Change | % Change

Ames Site Office
Ames Laboratory

Science/Funding by Site

Page 25

BasiC ENergy SCIENCES........covvereeerienenerieesesieresienens 21,050 19,921 19,274 -647 -3.2%
Advanced Scientific Computing Research................. 2,232 1,409 1,227 -182 -12.9%
Biological and Environmental Research ................... 1,005 400 0 -400 -100.0%
Science Laboratories Infrastructure............cccceeeevenee 425 210 45 -165 -78.6%
Safeguards and SECUNtY .......cocvvveeerereienenenere e 409 505 505 0 0.0%
Workforce Development for Teachers and
SCIEMLISES.....veveevisieeccciee e e 0 65 65 0 0.0%
Total, AmMes Laboratory........cccceeeeveevvieneeseseeeseseeeseenns 25,121 22,510 21,116 -1,394 -6.2%
Ames Site Office
Science Program Direction.........c.coeeevvvrevvenieeneenes 355 443 453 +10 +2.3%
Total, AmMeS Site OffiCe....ccciiviieireee e 25,476 22,953 21,569 -1,384 -6.0%
Argonne Site Office
Argonne National Laboratory — East
BasiC ENErgy SCIENCES........cvvereereerennsieseeseseenaeneens 175,280 174,714 182,213 +7,499 +4.3%
Advanced Scientific Computing Research................ 12,696 12,733 8,319 -4,414 -34.7%
Biological and Environmental Research ................... 27,595 26,884 27,154 +270 +1.0%
High Energy PhySICS......ccccivvieiieviecse s 10,491 10,162 9,989 -173 -1.7%
NUCl€ar PhYSICS....ccvviveceiceeeeereeene s 20,242 19,710 17,749 -1,961 -9.9%
Fusion Energy SCIENCES........ccceveveerieseseeeeeeeenie e 1,015 971 970 -1 -0.1%
Science Laboratories Infrastructure............cccveevevenene. 6,921 2,235 770 -1,465 -65.5%
Workforce Development for Teachers and
SCIEMLISES. ... 1,913 867 2,483 +1,616 +186.4%
Safeguards and SECUNLY .......ccccvvvrerereecrieeere e, 7,655 8,727 8,984 +257 +2.9%
Total, Argonne National Laboratory ..........cccceevvevvrennne 263,808 257,003 258,631 +1,628 +0.6%
Argonne Site Office
Science Program Direction..........ccceeevveeeeeeceenenennn. 2,990 3,596 3,677 +81 +2.3%
Total, Argonne Site OffiCe.......ccocvvivririerr e 266,798 260,599 262,308 +1,709 +0.7%
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Berkeley Site Office
Lawrence Berkeley National Laboratory
Basic Energy SCIeNCeS........cuvvvvvrerreereennnns
Advanced Scientific Computing Research
Biological and Environmental Research
High Energy Physics
Nuclear Physics
Fusion Energy SCiences........ccccoeevveeviennens
Science Laboratories Infrastructure...........

Workforce Development for Teachers and
SCIENLISES. cvvveeeeeeeeeee e

Safeguards and Security
Total, Lawrence Berkeley National Laboratory

Berkeley Site Office
Science Program Direction
Total, Berkeley Site Office

Brookhaven Site Office
Brookhaven National Laboratory
Basic Energy SCIENCeS.......cccoevvvveeveeevennnn.
Advanced Scientific Computing Research
Biological and Environmental Research
High Energy Physics
Nuclear PhYSICS......cccovveiecieieeieresese s
Science Laboratories Infrastructure...........

Workforce Development for Teachers and
SCIENLISES. oo

Safeguards and Security
Total, Brookhaven National Laboratory

Brookhaven Site Office
Science Program Direction
Total, Brookhaven Site Office.......cccoeeeeeivieveeennen.

Science/Funding by Site

(dollars in thousands)

FY 2004 | FY 2005 | FY 2006 | $Change | % Change
................ 126172 123828 105113  -18715  -151%
................ 63934 69268 63783  -5485 -7.9%
................ 75417 68444 59974  -8470  -124%
................ 43439 40131 39,300 -831 -2.1%
................ 18236 17350 17,437 +87  +05%
................ 5,842 6,112 2613  -3499  -57.2%
................ 4,455 8199 14826  +6627  +80.8%
................ 773 454 638 +184  +40.5%
................ 4,689 5,785 5,205 580  -10.0%
............... 342,957 339571 308889  -30,682 -9.0%
................ 2,433 3,302 3,305 43 +0.1%
................ 345390 342873 312,194  -30,679 -8.9%
................ 69,842 83720 100844  +17,124  +20.5%
................ 2,340 1,000 670 330 -33.0%
................ 21,344 21,246 17171 -4075  -19.2%
................ 30456 29,459 29,041 -418 -1.4%
................ 149626 157,086 148150  -8,936 -5.7%
................ 6,978 7,706 4246 -3460  -44.9%
................ 538 464 683 4219 +47.2%
................ 10760 11335 11,776 +441  +3.9%
................ 201,884 312016 312,581 +565  +0.2%
................ 2,960 3,456 3,537 181 +2.3%
................ 204844 315472 316,118 +646  +0.2%
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(dollars in thousands)

FY 2004 | FY 2005 | FY 2006 | $Change | % Change
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Chicago Office
BasiC ENErgy SCIENCES......ccccvvereeiereenesiesiesieseeeseeneeneeneens 157,563 123,914 137,220 +13,306 +10.7%
Advanced Scientific Computing Research............ccc......... 34,718 31,489 25,119 -6,370 -20.2%
Biological and Environmental Research..........cccccceeeuenee 278,248 114,422 87,339 -27,083 -23.7%
High Energy PhySICS ......cccoovviiiiieisenee e 124,964 118,719 112,047 -6,672 -5.6%
NUCIEAr PRYSICS.....ccueiveiceiiiesecte ettt 73,128 69,385 58,612 -10,773 -15.5%
Fusion ENergy SCIENCES........ccoveverereerieseseseeeeeeseenee e 125,596 131,797 125,581 -6,216 -4.7%
Science Laboratories Infrastructure..........coeevvveeenenenne, 1,057 1,520 1,520 0 0.0%
Science Program DireCtion.........cccceveeveneeesienesesieceniennns 23,991 23,979 25,406 +1,427 +6.0%
Workforce Development for Teachers and Scientists....... 2 0 15 +15 --
Small Business Innovation Research/Small Business
Technology Transfer.......covvvveveeeeererese e 114,915 0 0 0 0.0%
Total, Chicago OffiCe......ccvviriiiiirrcre s 934,182 615,225 572,859 -42,366 -6.9%
Fermi Site Office
Fermi National Accelerator Laboratory
Advanced Scientific Computing Research................. 646 646 200 -446 -69.0%
High Energy PhySICS.....cccooviininrineeeseeeeees 311,764 303,608 304,163 +555 +0.2%
NUCIEAr PRYSICS ..ot 43 0 0 0 0.0%
Science Laboratories Infrastructure...........ccocceeveneenen. 633 662 125 -537 -81.1%
Workforce Development for Teachers and
SCIENLISES. ..t 70 62 50 -12 -19.4%
Safeguards and SECUNLY ......cccecvvvrererenriesenre e 2,837 3,067 3,067 0 0.0%
Total, Fermi National Accelerator Laboratory ................. 315,993 308,045 307,605 -440 -0.1%
Fermi Site Office
Science Program Direction..........cccceeeveeeveeceeiesnennn, 2,175 2,189 2,235 +46 +2.1%
Total, Fermi Site OffiCe.....ccvvririreiieeeres s 318,168 310,234 309,840 -394 -0.1%
|daho Operations Office
Idaho National Laboratory
BasiC ENergy SCIENCES........covvvieirerieerenieesienieenes 1,142 253 555 +302  +119.4%
Biological and Environmental Research ................... 4,555 3,645 2,250 -1,395 -38.3%
Fusion Energy SCIENCES.......ccccvvvveereeeereeiereeneenee e 2,108 2,469 2,272 -197 -8.0%
Workforce Development for Teachers and
SCIENMLISES. ..ot 90 76 50 -26 -34.2%
Total, Idaho National Laboratory ...........cceceeeevrereeeseennns 7,895 6,443 5,127 -1,316 -20.4%
|daho Operations Office
Biological and Environmental Research ................... 5,336 1,123 0 -1,123 -100.0%
Total, Idaho Operations OffiCe........covvvveiriireiriseeseseeens 13,231 7,566 5,127 -2,439 -32.2%
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(dollars in thousands)

FY 2004 | FY 2005 | FY 2006 | $Change | % Change

Livermore Site Office
Lawrence Livermore National Laboratory

BasiC ENergy SCIENCES.......cccevvveieeieeeeeeeeseeseeneeneens 4,612 3,055 2,382 -673 -22.0%
Advanced Scientific Computing Research................. 5,657 6,187 3,843 -2,344 -37.9%
Biological and Environmental Research ................... 22,391 23,183 22,352 -831 -3.6%
High Energy PhYSICS......ccooviirininencs e 2,295 1,270 436 -834 -65.7%
NUCl€ar PhYSICS....ccvceeeeeeeeie e 1,002 665 552 -113 -17.0%
Fusion Energy SCIENCES.......cccoeveerenenerieese s 14,431 13,503 9,159 -4,344 -32.2%
Science Laboratories Infrastructure............cccceeeveenee. 250 150 150 0 0.0%
Workforce Development for Teachers and
SCIEMLISES. ..cveveiviiieeece e 0 50 50 0 0.0%
Total, Livermore Site OffiCe.....ccvvivieicieieeee e 50,638 48,063 38,924 -9,139 -19.0%

Los Alamos Site Office
Los Alamos National Laboratory

BasiC Energy SCIENCES........covveveeevieeetevieesreseeeesienens 33,664 28,924 24,406 -4,518 -15.6%
Advanced Scientific Computing Research................. 3,688 3,590 3,260 -330 -9.2%
Biological and Environmental Research ................... 23,700 19,178 17,331 -1,847 -9.6%
High Energy PhySICS......cccoooiiiniiiiieeecee e 785 570 825 +255 +44.7%
NUCIEAr PRYSICS.....cecviieeiiiisccseeee s 10,080 9,081 7,953 -1,128 -12.4%
Fusion Energy SCIENCES.......ccccvvvvereeeereeeereesienie s 3,923 3,481 3,224 -257 -7.4%
Workforce Development for Teachers and
SCIENMLISES. ..ot e 0 50 50 0 0.0%
Total, Los Alamos Site OffiCe.....ccevvereireiriseisereecseeees 75,840 64,874 57,049 -7,825 -12.1%

NNSA Service Center/Albuquerque
Golden Field Office

Workforce Development for Teachers and
SCIBNEISES..cueeeveeereriee e 359 296 380 +84 +28.4%

National Renewable Energy L aboratory

BasiC Energy SCIENCES.......cooeverreeereriereeres e 5,905 6,115 5,452 -663 -10.8%
Advanced Scientific Computing Research................ 150 150 150 0 0.0%
Biological and Environmental Research ................... 25 400 0 -400 -100.0%
Total, National Renewable Energy Laboratory ................ 6,080 6,665 5,602 -1,063 -15.9%

NNSA Service Center/Albuquerque
Biological and Environmental Research ................... 850 850 800 -50 -5.9%

Total, NNSA Service Center/Albuquerque..........ccoveeveeeereenne 7,289 7,811 6,782 -1,029 -13.2%

NNSA Service Center/Oakland
FUSION ENergy SCIENCES.......ccureeriirieerieieesieeeesieeeieneas 2,414 0 0 0 0.0%
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(dollars in thousands)

FY 2004 | FY 2005 | FY 2006 | $Change | % Change
Oak Ridge Office
Oak Ridge Ingtitute for Science and Education
BasiC ENergy SCIENCES.......cccevvveieeieeeeeeeeseeseeneeneens 1,503 538 1,251 +713  +132.5%
Advanced Scientific Computing Research................ 565 250 250 0 0.0%
Biological and Environmental Research ................... 4,410 4,628 3,675 -953 -20.6%
High Energy PhYSICS......ccooviiiinincceneeries 180 0 135 +135 --
NUCl€ar PhYSICS....ccveiviceieeceeeeeese e 1,033 662 646 -16 -2.4%
Fusion Energy SCIENCES........ccceeevieceeesecieseesene s 1,086 1,189 1,228 +39 +3.3%
Science Laboratories Infrastructure...........ccocceeveennee. 0 565 768 +203 +35.9%
Workforce Development for Teachers and
SCIEMLISES. ..e.veveivisieeeceriee e 1,148 1,164 1,239 +75 +6.4%
Safeguards and SECUNtY .......ccccevvrereneneeeeere e, 1,179 1,410 1,460 +50 +3.5%
Total, Oak Ridge Institute for Science and Education...... 11,104 10,406 10,652 +246 +2.4%
Oak Ridge National Laboratory
BasiC Energy SCIENCES........covvvieveeerieeeeireeeeseeens 285,371 257,081 278,743 +21,662 +8.4%
Advanced Scientific Computing Research................ 52,902 67,052 30,937 -36,115 -53.9%
Biological and Environmental Research ................... 47,093 41,529 33,175 -8,354 -20.1%
High Energy PhySICS......cccoooiiiniiiienceeeie e 731 220 627 +407  +185.0%
NUCIEAr PRYSICS.....cuvcviieeiciisieecsieseete e 21,598 20,157 19,700 -457 -2.3%
Fusion Energy SCIENCES.........ccevereeeereereereeneseesieneens 22,506 20,727 15,782 -4,945 -23.9%
Science Laboratories Infrastructure............ccceevrvenee. 15,360 2,179 1,133 -1,046 -48.0%
Safeguards and SECUNLY .......ccccovverererenirieeee e, 7,004 11,997 12,485 +488 +4.1%
Total, Oak Ridge National Laboratory ...........cc.ccevevrvenene. 452,565 420,942 392,582 -28,360 -6.7%
Oak Ridge Office
BasiC ENergy SCIENCES........ccvereereneeerieresie e 123 106 0 -106 -100.0%
Advanced Scientific Computing Research................ 116 116 116 0 0.0%
Biological and Environmental Research ................... 815 694 703 +9 +1.3%
High Energy PhySiCS......ccovininirieseeesienes 122 106 0 -106  -100.0%
NUCIEAr PRYSICS.....cuvvviieiisiisieesieeee s 167 106 0 -106  -100.0%
Fusion Energy SCIENCES.........cocvereerineeerieneeenieenes 16 106 0 -106 -100.0%
Science Laboratories Infrastructure...........ccceereenee 5,049 5,039 5,079 +40 +0.8%
Science Program Direction...........ccccevevevevesienennens 41,290 41,922 43,758 +1,836 +4.4%
Workforce Development for Teachers and
SCIEMLISES...c.veveevisieeecerieese e 80 20 90 0 0.0%
Safeguards and SECUFLY ......cccceeveevererenirene e 11,718 12,858 13,705 +847 +6.6%
Total, Oak Ridge OffiCe .....ccovvvviviiecececcre e 59,496 61,143 63,451 +2,308 +3.8%
Total, Oak Ridge OffiCe.......ccuviriririieirie s 523,165 492,491 466,685 -25,806 -5.2%
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Pacific Northwest Site Office
Pacific Northwest National Laboratory
Basic Energy SCIeNCes........covvvvvereereernnn
Advanced Scientific Computing Research
Biological and Environmental Research ...
Nuclear PhYSICS.....cccoevineieninieneseeee
Fusion Energy SCiences.........cccocevvveiennnns
Science Laboratories Infrastructure...........

Workforce Development for Teachers and
SCIENLISES. ....cveeeeereeieieseeee s

Safeguards and Security .........ccocceeeeeeeneennn.
Total, Pacific Northwest National Laboratory ..

Pacific Northwest Site Office
Science Program Direction............ccocceue.e.
Total, Pacific Northwest Site Office........ccvveveenee.

Princeton Site Office
Princeton Plasma Physics L aboratory
Advanced Scientific Computing Research
High Energy PhySICS.....ccooovvveicicicies
Fusion Energy SCIences.........ccooeeeeeeeeeenne
Science Laboratories Infrastructure...........

Workforce Development for Teachers and
SCIENLISES...cvieeeiriieeeree e

Safeguards and Security .......ccccevvvcerereenn,
Total, Princeton Plasma Physics Laboratory ....

Princeton Site Office
Science Program Direction..........c.cccceeeee.
Total, Princeton Site Office.......ccoeveveeiceeiiiieeeeenee,

Sandia Site Office
Sandia National Laboratories
Basic Energy SCIEeNCeS........ccooeverereeneennenn
Advanced Scientific Computing Research
Biological and Environmental Research ...
Fusion Energy Sciences........ccccocevveeiienneas
Total, Sandia Site OffiCe......cccoevereiiiiierereeeee

Science/Funding by Site

(dollars in thousands)

Page 30

FY 2004 | FY 2005 | FY 2006 | $Change | % Change
14018 13345 13429 184 +0.6%
4,568 2,616 1,126 -1490  -57.0%
89,893 84319 82114  -2205 -2.6%

70 0 0 0 0.0%
1,380 1314 0  -1314  -100.0%
1 4,960 3000  -1960  -395%

940 574 761 +187  +32.6%
10721 10985 11,070 185 +0.8%
121591 118113 111500  -6,613 -5.6%
4,245 5,277 5,438 +161  +31%
125836 123390 116938  -6,452 -5.2%
225 531 306 225 -A2.4%
225 225 225 0 0.0%
71546 74191 113280  +39,089  +52.7%
1,580 184 0 -184  -100.0%
80 134 100 34 -254%
1,855 1,945 1,945 0 0.0%
75511 77210 115856  +38,646  +50.1%
1,505 1,583 1,618 +35  +2.2%
77016 78793 117,474  +3868L  +49.1%
47885 49,689 42603  -7,086  -143%
9422 10127 4544 5583  -B5.1%
7,384 6,732 4530 2202 -327%
3,367 3,735 3,516 -219 -5.9%
68058 70283 55193  -15090  -21.5%
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(dollars in thousands)

FY 2004 | FY 2005 | FY 2006 | $Change | % Change

Savannah River Site
Westinghouse - Savannah River
Biological and Environmental Research ................... 823 773 654 -119 -15.4%
Fusion Energy SCIENCES........ccoeeevveceneseceeseesesie s 45 37 40 +3 +8.1%
Total, Westinghouse — Savannah River ..........ccccccceevnene. 868 810 694 -116 -14.3%

Savannah River Operations Office
Biological and Environmental Research ................... 7,599 7,748 0 -7,748 -100.0%

Total, Savannah RIiver Site..........ccoviveivineneeee 8,467 8,558 694 -7,864 -91.9%

Stanford Site Office
Stanford Linear Accelerator Center

BasiC Energy SCIENCES........ccvverieeierenerieesesieesieneas 45,076 91,378 152,609 +61,231 +67.0%
Advanced Scientific Computing Research................ 1,554 4385 300 -185 -38.1%
Biological and Environmental Research ................... 3,958 3,450 4,350 +900 +26.1%
High Energy PhySICS......ccoovininiriecrceenienes 166,426 166,192 143,951 -22,241 -13.4%
Science Laboratories Infrastructure...........cccccceeeveenee. 2,746 2,775 5,443 +2,668 +96.1%
Workforce Development for Teachers and
SCIEMLISES. ...eveveieeieisiee e 150 150 130 -20 -13.3%
Safeguards and SECUNLY ......cccocvvvrereveserieeeere e, 2,214 2,341 2,511 +170 +7.3%
Total, Stanford Linear Accelerator Center .........ccocvvenee. 222,124 266,771 309,294 +42,523 +15.9%

Stanford Site Office
Science Program Direction.........cccceevvveeeeeeceenesennnn, 1,045 1,655 1,709 +54 +3.3%

Total, Stanford Site OffiCe.......ccoeevreiiereerree e 223,169 268,426 311,003 +42,577 +15.9%

Thomas Jefferson Site Office
Thomas Jefferson National Accelerator Facility

Advanced Scientific Computing Research................ 300 0 0 0 0.0%
Biological and Environmental Research ................... 891 525 400 -125 -23.8%
High Energy PhYSICS......ccooiiiiirineen e 110 0 0 0 0.0%
NUCIEAr PhYSICS ..o 83,292 85,946 78,988 -6,958 -8.1%
Science Laboratories Infrastructure............coceeeeveneen. 9,357 0 0 0 0.0%
Workforce Development for Teachers and
SCIEMLISES. ..vvvveeeeiriesieeseee e eens 289 136 250 +114 +83.8%
Safeguards and SECUNLY .......ccceeveverevenerereeee e 972 1,474 1,224 -250 -17.0%
Total, Thomas Jefferson National Accelerator Facility .... 95,211 88,081 80,862 -7,219 -8.2%

Thomas Jefferson Site Office

Science Program Direction.........ccocveeveeeeeeeceeneneenn. 1,030 1,407 1,457 +50 +3.6%
Total, Thomas Jefferson Site Office.....ccvvvvvrceecercrieresenen 96,241 89,488 82,319 -7,169 -8.0%
Science/Funding by Site FY 2006 Congressional Budget
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(dollars in thousands)
FY 2004 | FY 2005 | FY 2006 | $Change | % Change

Washington Headquarters
BasiC ENergy SCIENCES.......ccovvivieeeieree e seeesie s sesnenens 2,056 128,051 79,923 -48,128 -37.6%
Advanced Scientific Computing Research.............cc..c...... 1,082 24,819 62,905 +38,086 +153.5%
Biological and Environmental Research..........cccccceeeienene 716 151,739 91,716 -60,023 -39.6%
High Energy PhYSICS.....cccocuiiiiiceeriecec e 24,182 65,782 73,194 +7,412 +11.3%
NUCIEAr PRYSICS.....ccvviieiceiiiesecte ettt 1,275 24,630 20,954 -3,676 -14.9%
Fusion Energy SCIENCES.......cccocvvevenereseseeseeeeneeseenie e 584 14,271 12,885 -1,386 -9.7%
Science Laboratories Infrastructure..........ccoeevveeeerieenne, 454 5,614 3,000 -2,614 -46.6%
Science Program DireCtion...........ccceeeveeeevsieeneseesesienns 66,258 64,897 70,132 +5,235 +8.1%
Workforce Development for Teachers and Scientists....... 0 2,967 158 -2,809 -94.7%
Safeguards and SECUNLY .......ccvvvreeririeerireereeeeseeees 315 344 380 +36 +10.5%

Total, Washington Headquarters.........cccccvvveevvveneveceeceeeenes 96,922 483,114 415,247 -67,867 -14.0%

TOtal, SCIENCE ....eveveiectees ettt 3,553,144 3,610,213 3,468,323  -141,890 -3.9%

Site Description
Ames Site Office
Introduction

The Ames Site Office provides the single federal presence with responsibility for contract performance
at the Ames Laboratory. This site office provides an on-site Office of Science (SC) presence with
authority encompassing contract management, program and project implementation, federal
stewardship, and internal operations.

Ames Laboratory
Introduction

The Ames Laboratory is a program dedicated laboratory (Basic Energy Sciences). The laboratory is
located on the campus of the lowa State University, in Ames, lowa, and consists of 10 buildings
(324,500 gross square feet of space) with the average age of the buildings being 40 years. DOE does not
own the land. Ames conducts fundamental research in the physical, chemical, and mathematical sciences
associated with energy generation and storage and isa national center for the synthesis, analysis, and
engineering of rare-earth metals and their compounds.

Basic Energy Sciences

Ames supports experimental and theoretical research on rare earth elementsin novel mechanical,
magnetic, and superconducting materials. Ames scientists are experts on magnets, superconductors, and
guasicrystals that incorporate rare earth elements. Ames also supports theoretical studies for the
prediction of molecular energetics and chemical reaction rates and provides leadership in analytical and
separations chemistry.

Amesis home to the Materials Preparation Center (MPC), which is dedicated to the preparation,
purification, and characterization of rare-earth, akaline-earth, and refractory metal and oxide materials.
Established in 1981, the MPC is a one-of-a-kind resource that provides scientists at university,
industrial, and government laboratories with research and developmental quantities of high purity
materials and unique analytical and characterization services that are not available from commercial
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suppliers. The MPC is renowned for its technical expertisein alloy design and for creating materials that
exhibit ultrafine microstructures, high strength, magnetism, and high conductivity.

Advanced Scientific Computing Research

Ames conducts research in computer science and participates on one of the Scientific Discovery through
Advanced Computing (SciDAC) teams. Ames also participates in Integrated Software Infrastructure
Center activities that focus on specific software challenges confronting users of terascale computers.

Biological and Environmental Research

Ames conducts research into new biological imaging techniques such as the study of gene expression in
real time and fluorescence spectroscopy to study environmental carcinogens.

Science Laboratories Infrastructure

The Science Laboratories Infrastructure (SLI) program enables Departmental research missions at the
laboratory by funding line item construction and general plants projects (GPP) to maintain the general
purpose infrastructure, the cleanup and removal of excess facilities, and the correction of heath and
safety deficiencies to ensure consistency with Occupational Safety and Health Administration (OSHA)
requirements.

Safeguards and Security

This program coordinates planning, policy, implementation, and oversight in the areas of security
systems, protective forces, personnel security, material control and accountability, and cyber security. A
protective force is maintained to provide protection of personnel, equipment, and property from acts of
theft, vandalism, and sabotage through facility walk-through, monitoring of electronic alarm systems,
and emergency communications.

Argonne Site Office
Introduction

The Argonne Site Office provides the single federal presence with responsibility for contract
performance at the Argonne National Laboratory (ANL). This site office provides an on-site SC
presence with authority encompassing contract management, program and project implementation,
federal stewardship, and internal operations.

Argonne National Laboratory
Introduction

The Argonne National Laboratory in Argonne, Illinois, is amultiprogram laboratory located on 1,700
acres in suburban Chicago. The laboratory consists of 99 buildings (4.5 million gross square feet of
space) with an average building age of 33 years.

Basic Energy Sciences

ANL is home to research activitiesin broad areas of materials and chemical sciences. It is also the site of
three user facilities—the Advanced Photon Source (APS), the Intense Pulsed Neutron Source (IPNS),
and the Electron Microscopy Center for Materials Research (EMC).

The Advanced Photon Source is one of only three third-generation, hard x-ray synchrotron radiation
light sources in the world. The 1,104-meter circumference facility—Ilarge enough to house a baseball
park in its center—includes 34 bending magnets and 34 insertion devices, which generate a capacity of
68 beamlines for experimental research. Instruments on these beamlines attract researchers to study the
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structure and properties of materials in avariety of disciplines, including condensed matter physics,
materials sciences, chemistry, geosciences, structural biology, medical imaging, and environmental
sciences. The high-quality, reliable x-ray beams at the APS have aready brought about new discoveries
in materials structure.

The Intense Pulsed Neutron Source is a short-pulsed spallation neutron source that first operated all of
itsinstruments in the user mode in 1981. Twelve neutron beam lines serve 14 instruments.
Distinguishing characteristics of IPNS include its innovative instrumentation and source technology and
its dedication to serving the users. Thefirst generation of virtually every pulsed source neutron
scattering instrument was developed at IPNS. In addition, the source and moderator technologies
developed at IPNS, including uranium targets, liquid hydrogen and methane moderators, solid methane
moderators, and decoupled reflectors, have impacted spallation sources worldwide. Research at IPNSis
conducted on the structure of high-temperature superconductors, alloys, composites, polymers, catalysts,
liguids and non-crystalline materials, materials for advanced energy technologies, and biological
materials.

The Electron Microscopy Center for Materials Research providesin-situ, high-voltage and
intermediate voltage, high-spatial resolution electron microscope capabilities for direct observation of
ion-solid interactions during irradiation of samples with high-energy ion beams. The EMC employs both
atandem accelerator and an ion implanter in conjunction with atransmission electron microscope for
simultaneous ion irradiation and electron beam microcharacterization. It is the only instrumentation of
its type in the western hemisphere. The unique combination of two ion accelerators and an electron
microscope permits direct, real-time, in-situ observation of the effects of ion bombardment of materials
and consequently attracts users from around the world. Research at EMC includes microscopy based
studies on high-temperature superconducting materials, irradiation effects in metals and semiconductors,
phase transformations, and processing related structure and chemistry of interfacesin thin films.

Advanced Scientific Computing Research

ANL conducts basic research in mathematics and computer science, as well as research in advanced
computing software tools and collaboratory tools. ANL also participates in severa scientific applications
and participates on anumber of the SciDAC teams. Further, it focuses on testing and evaluating leading
edge research computers and participates in Integrated Software Infrastructure Center (1SIC) activities
that focus on specific software challenges confronting users of terascale computers.

Biological and Environmental Research

ANL operates a high-throughput national user facility for protein crystallography at APS that also
supports a growing environmental science community. In support of climate change research, it
coordinates the operation and development of the Southern Great Plains, Tropical Western Pacific, and
North Slope of Alaska Atmospheric Radiation Measurement (ARM) sites. ANL also conducts research
to develop and apply software to enable efficient long-term climate simulations on distributed-memory
multiprocessor computing platforms. Research is conducted to understand the molecular control of
genes and gene pathways in microbes. In conjunction with the Oak Ridge National Laboratory (ORNL)
and the Pacific Northwest National Laboratory (PNNL) and six universities, ANL is a participating lab
in the Carbon Sequestration in Terrestrial Ecosystems (CSITE) consortium, focusing on research to
understand the processes controlling the rate of soil carbon accretion. APS supports environmental
remediation sciences researchers and ANL conducts environmental remediation sciences research
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High Energy Physics

The High Energy Physics (HEP) program supports physics research and technology R&D at ANL, using
unigue capabilities of the laboratory in the areas of engineering and detector technology and advanced
accelerator and computing techniques.

Nuclear Physics

The major ANL activity is the operation and research and devel opment program at the Argonne Tandem
Linac Accelerator System (ATLAS) national user facility. Other activities include an on-site program of
research using laser techniques (Atom Trap Trace Analysis); programs at Thomas Jefferson National
Accelerator Facility (TINAF), Fermi National Laboratory (Fermilab), Relativistic Heavy lon Collider
(RHIC) and DESY in Germany investigating the structure of the nucleon; R& D directed towards the
proposed Rare Isotope Accelerator (RIA) facility; theoretical calculations and investigations in subjects
supporting the experimental research programsin Medium Energy and Low Energy physics,; and data
compilation and evaluation activities as part of the National Nuclear Data Program.

The Argonne Tandem Linac Accelerator System facility provides variable energy, precision beams of
stable ions from protons through uranium, at energies near the Coulomb barrier (up to 10 MeV per
nucleon) using a superconducting linear accelerator. Most work is performed with stable heavy-ion
beams; however, about 10% of the beams are exotic (radioactive) beams. The ATLAS facility features a
wide array of experimental instrumentation, including aworld-leading ion-trap apparatus, the Advanced
Penning Trap. The Gammasphere detector, coupled with the Fragment Mass Analyzer, is a unique world
facility for measurement of nuclei at the limits of angular momentum (high-spin states). ATLAS staff are
world leaders in superconducting linear accelerator technology, with particular application to the
proposed RIA facility. The combination of versatile beams and powerful instruments enables ~230 users
annually at ATLAS to conduct research in a broad program in nuclear structure and dynamics, nuclear
astrophysics, and fundamental interaction studies.

Fusion Energy Sciences

Argonne contributes to the plasma facing components area of the enabling R& D program activities,
focusing on modeling of plasma-materials interaction phenomena of interest for ITER and current
plasma experiments.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements. The SLI program also provides Paymentsin Lieu of Taxes (PILT) to local communities
around the laboratory.

Safeguards and Security

This program provides protection of nuclear materials, classified matter, government property, and other
vital assets from unauthorized access, theft, diversion, sabotage, espionage, and other hostile acts that
may cause risks to national security, the health and safety of DOE and contractor employees, the public,
or the environment. Program activities include security systems, material control and accountability,
information and cyber security, and personnel security. In addition, a protective force is maintained.
These activities ensure that the facility, personnel, and assets remain safe from potential threats.
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Berkeley Site Office
Introduction

The Berkeley Site Office provides the single federal presence with responsibility for contract
performance at the Lawrence Berkeley National Laboratory (LBNL). This site office provides an on-site
SC presence with authority encompassing contract management, program and project implementation,
federal stewardship, and internal operations.

Lawrence Berkeley National Laboratory
Introduction

The Lawrence Berkeley National Laboratory is amultiprogram laboratory located in Berkeley,
California, on a 200-acre site adjacent to the Berkeley campus of the University of California. The
laboratory consists of 106 buildings (1.6 million gross square feet of space) with an average building age
of 35 years. LBNL is dedicated to performing leading-edge research in the biological, physical,
materials, chemical, energy, and computer sciences. The land is leased from the University of California.

Basic Energy Sciences

LBNL is home to major research efforts in materials and chemical sciences aswell asto effortsin
geosciences, engineering, and biosciences. Collocated with the University of California at Berkeley, the
Laboratory benefits from regular collaborations and joint appoi ntments with numerous outstanding
faculty members. The Laboratory is the home to the research of many students and postdoctoral
appointees. It is aso the site of two Basic Energy Sciences (BES) supported user facilities— the
Advanced Light Source (ALS) and the Nationa Center for Electron Microscopy (NCEM).

The Advanced Light Source provides vacuum-ultraviolet light and x-rays for probing the electronic
and magnetic structure of atoms, molecules, and solids, such as those for high-temperature
superconductors. The high brightness and coherence of the ALS light are particularly suited for soft
x-ray imaging of biological structures, environmental samples, polymers, magnetic nanostructures, and
other inhomogeneous materials. Other uses of the AL S include holography, interferometry, and the study
of molecules adsorbed on solid surfaces. The pulsed nature of the ALS light offers special opportunities
for time resolved research, such as the dynamics of chemical reactions. Shorter wavelength x-rays are
also used at structural biology experimental stations for x-ray crystallography and x-ray spectroscopy of
proteins and other important biological macromolecules. The ALS isagrowing facility with a
lengthening portfolio of beamlines that has already been applied to make important discoveriesin awide
variety of scientific disciplines.

The National Center for Electron Microscopy provides instrumentation for high-resolution, electron-
optical microcharacterization of atomic structure and composition of metals, ceramics, semiconductors,
superconductors, and magnetic materials. This facility contains one of the highest resolution electron
microscopesin the U.S.

Advanced Scientific Computing Research

LBNL conducts basic research in the mathematics and computer science, as well as research in
advanced computing software tools and network research. It participates in several scientific application
partnerships, including the partnership with the BES program in nanoscal e science, and participates on a
number of the SciDAC teams. LBNL manages the Energy Sciences Network (ESnet). ESnet is one of
the worlds most effective and progressive science-related computer networks that provides worldwide
access and communications to Department of Energy facilities. LBNL is also the site of the National
Energy Research Scientific Computing Center (NERSC), which provides a range of high-performance,

Science/Funding by Site FY 2006 Congressional Budget
Page 36



state-of-the-art computing resources that are a critical element in the success of many SC research
programs. LBNL participatesin ISIC activities that focus on specific software challenges confronting
users of terascale computers.

Biological and Environmental Research

LBNL is one of the major national laboratory partners forming the Joint Genome Institute (JGI) whose
principal goals are high-throughput DNA sequencing techniques and studies on the biological functions
associated with the newly sequenced human DNA. The laboratory also conducts research on the
molecular mechanisms of cell responses to low doses of radiation, on the use of model organismsto
understand and characterize the human genome, and on microbial systems biology research as part of
Genomics.GTL. LBNL operates beam lines for determination of protein structure at the ALS for use by
the national and international biological research community. The ALSis aso used by agrowing
environmental science community. The nuclear medicine program supports research into novel
radiopharmaceuticals for medical diagnosis and therapy and studies of novel instrumentation for
imaging of living systems for medical diagnosis. LBNL also supports the environmental remediation
sciences research and the geophysical and biophysical research capabilities for field sitesin that
program.

LBNL conducts research into new technologies for the detailed characterization of complex
environmental contamination. It also develops scalable implementation technologies that allow widely
used climate models to run effectively and efficiently on massively parallel processing supercomputers.
LBNL also conducts research on terrestrial carbon cycling to understand the processes controlling the
exchange of CO, between terrestrial ecosystems and the atmosphere.

High Energy Physics

The HEP program supports physics research and technology R&D at LBNL, using unique capabilities of
the laboratory in the areas of superconducting magnet R& D, engineering and detector technol ogy,
world-forefront expertise in laser driven particle acceleration, expertise in design of advanced electronic
devices, computational resources, and design of modern, complex software codes for HEP experiments.

Nuclear Physics

The Low Energy subprogram has supported operations and the research program of the 88-Inch
Cyclotron, whose operations transitioned in FY 2004 to a dedicated in-house facility with partial
operational support from other federal agenciesto carry out their programs. Other activities include
fabrication of a next-generation gammarray detector system, GRETINA; research with the STAR
detector located at Brookhaven's RHIC facility, operation of the Parallel Distributed Systems Facility
aimed at heavy-ion and low energy physics computation, and a smaller research and development
activity directed towards the ALICE detector within the heavy-ion program at the Large Hadron Collider
at CERN; operation of the Sudbury Neutrino Observatory (SNO) detector in Canada and the KamLAND
detector in Japan that are performing neutrino studies; development of next generation neutrino
detectors; a program with emphasis on the theory of relativistic heavy-ion physics,; data compilation and
evaluation activities supporting the National Nuclear Data Center at BNL ; and atechnical effort in RIA
R& D with the development of electron-cyclotron resonance (ECR) ion sources.

Fusion Energy Sciences

LBNL has been conducting research into the physics of generating, injecting, transporting, and focusing
of high-brightness heavy ion beams for applications to inertial fusion energy in the long term. It has
developed three substantial experimental systems for doing this research: the Neutralized Transport
Experiment, the High Current Experiment, and the lon Source Test Stand. The program is currently
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being redirected to focus on developing ion beams and beam-target interaction physics for applications
to high energy density physicsin the near term (5 to 10 years). LBNL conducts this research together
with the Lawrence Livermore National Laboratory and Princeton Plasma Physics Laboratory (PPPL)
through the Heavy-lon Fusion Virtual National Laboratory.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements.

Safeguards and Security

This program provides physical protection of personnel and laboratory facilities. Thisis accomplished
with protective forces, security systems, cyber security, personnel security, and material control and
accountability of special nuclear material.

Brookhaven Site Office
Introduction

The Brookhaven Site Office provides the single federal presence with responsibility for contract
performance at the Brookhaven National Laboratory (BNL). This site office provides an on-site SC
presence with authority encompassing contract management, program and project implementation,
federal stewardship, and internal operations.

Brookhaven National Laboratory
Introduction

The Brookhaven National Laboratory is amultiprogram laboratory located on 5,300 acresin Upton,
New York. The laboratory consists of 345 buildings (3.9 million gross square feet of space) with an
average building age of 35 years. BNL creates and operates major facilities available to university,
industrial, and government personnel for basic and applied research in the physical, biomedical, and
environmental sciences, and in selected energy technologies.

Basic Energy Sciences

BNL conducts major research effortsin materials and chemical sciences aswell asto effortsin
geosciences and biosciences. It is also the site of the National Synchrotron Light Source (NSLS).

The National Synchrotron Light Source (NSLS) is among the largest and most diverse scientific user
facilitiesin the world. The NSLS, commissioned in 1982, has consistently operated at >95% reliability
24 hours aday, 7 days aweek, with scheduled periods for maintenance and machine studies. Adding to
its breadth is the fact that the NSL S consists of two distinct electron storage rings. The x-ray storage ring
is 170 metersin circumference and can accommodate 60 beamlines or experimental stations, and the
vacuum-ultraviolet (VUV) storage ring can provide 25 additional beamlines around its circumference of
51 meters. Synchrotron light from the x-ray ring is used to determine the atomic structure of materials
using diffraction, absorption, and imaging techniques. Experiments at the VUV ring help solve the
atomic and electronic structure as well as the magnetic properties of awide array of materials. These
data are fundamentally important to virtually all of the physical and life sciences as well as providing
immensely useful information for practical applications. The petroleum industry, for example, uses the
NSL Sto develop new catalysts for refining crude oil and making by-products like plastics.
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Advanced Scientific Computing Research

BNL conducts basic research in applied mathematics and participates on one of the SciDAC teams. It
also participatesin ISIC activities that focus on specific software challenges confronting users of
terascale computers.

Biological and Environmental Research

BNL operates beam lines for protein crystallography at the NSLS for use by the national biological
research community, research in biological structure determination, and research into new
instrumentation for detecting x-rays and neutrons. Research is also conducted on the molecular
mechanisms of cell responses to low doses of radiation.

Climate change research includes the operation of the ARM External Data resource that providesARM
investigators with data from non-ARM sources, including satellite and ground-based systems. BNL
scientists form an important part of the science team in the Atmospheric Sciences program, including
providing special expertise in atmospheric field campaigns and aerosol research to the program’s chief
scientist. BNL scientists play aleadership role in the operation of the Free-Air Carbon Dioxide
Enrichment (FACE) facility at the Duke Forest used to understand how plants respond to elevated
carbon dioxide concentrations in the atmosphere.

BNL is participating in the NSF/DOE Environmental Molecular Sciences Institute at State University of
New York-Stony Brook and has instituted a new internal initiative EnviroSuite to support a growing
community of environmental users at NSLS.

High Energy Physics

The HEP program supports physics research and technology R& D at BNL, using unigue resources of
the laboratory, including engineering and detector technology, superconducting magnet R&D,
computational resources, and the Accelerator Test Facility.

Nuclear Physics

Research activities include use of relativistic heavy-ion beams and polarized protons in the Relativistic
Heavy lon Collider (RHIC) to investigate hot, dense nuclear matter and to understand the internal “spin
structure of the proton, respectively; use of polarized photon beams by the Laser Electron Gamma
Source (LEGS) group to carry out a program of photonuclear spin physics at the NSLS; research on the
properties of neutrinos at the Sudbury Neutrino Observatory (SNO); and data compilation and
evaluation at the National Nuclear Data Center (NNDC) that is the central U.S. site for these national
and international efforts.

The Relativistic Heavy Ion Collider Facility, completed in 1999, is a major unique international facility
currently used by about 1,000 scientists from 19 countries. RHIC uses the Tandem Van de Graaff,
Booster Synchrotron, and Alternating Gradient Synchrotron (AGS) accelerators in combination to inject
beams into two rings of superconducting magnets of almost 4 kilometers circumference with 6
intersection regions where the beams can collide. It can accelerate and collide a variety of heavy ions,
including gold beams, up to an energy of 100 GeV per nucleon. RHIC is being used to search for the
predicted “ quark-gluon plasma,” aform of nuclear matter thought to have existed microseconds after the
“Big Bang.” It can also collide polarized protons with beams of energy up to 250 GeV per nucleon: a
unique capability. Four detectors have been fabricated to provide complementary measurements, with
some overlap in order to cross-calibrate the measurements. (1) The core of the Solenoidal Tracker at
RHIC (STAR) detector is alarge Time Projection Chamber (TPC) located inside a solenoidal magnet
that tracks thousands of charged particles emanating from a single head-on gold-gold collision. A large
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modular barrel Electro-Magnetic Calorimeter (EMCal) and end-cap calorimeter measure deposited
energy for high-energy charged and neutral particles and contain particle-photon discrimination
capability. Other ancillary detector systems include a Silicon Vertex Tracker and forward particle
tracking capabilities. (2) The Pioneering High-Energy Nuclear Interacting eX periment (PHENIX)
detector has a particular focus on the measurement of rare probes at high event detection rate. It consists
of two transverse spectrometer arms that can track charged particles within a magnetic field, especially
to higher momentum: it provides excellent discrimination among photons, electrons, and hadrons. There
are also two large muon tracking and identification systems in the forward and backward directions as
well as ancillary tracker systems. (3) The Phobos detector is avery compact detector that uses mostly
silicon pad sensors for charged particle detection and tracking, with afocus on measurements to very
low momentum. (4) The Broad RAnge Hadron Magnetic Spectrometer (BRAHMS) has two small
acceptance magnetic spectrometer arms that can be rotated to scan the broadest range of angles,
designed to study the charged-particle distributions especially in the forward direction. International
participation has been essential in the implantation of all these detector systems.

The Alternating Gradient Synchrotron provides high intensity pulsed proton beams up to 33 GeV on
fixed targets and secondary beams of kaons, muons, pions, and anti-protons. The AGS is the injector of
(polarized) proton and heavy-ion beams into RHIC, and its operations are supported by the Heavy lon
subprogram as part of the RHIC facility. Operation of the AGS for fixed target experimentsis planned
through the recently approved Rare Symmetry Violating Processes (RSVP) program being supported by
the National Science Foundation (NSF). The AGS s also utilized for radiation damage studies of
electronic systems for NASA supported work, among a variety of uses, with the support for these
activities being provided by the relevant agencies.

The Booster Synchrotron, part of the RHIC injector, is providing heavy-ion beamsto a dedicated beam
line (NASA Space Radiation Laboratory) for biological and electronic systems radiation studies funded
by NASA. Theincremental costs for these studies are provided by NASA.

The National Nuclear Data Center (NNDC) isthe central U.S. site for national and international
nuclear data and compilation efforts. The U.S. Nuclear Data program is the United States’ repository for
information generated in low- and intermediate-energy nuclear physics research worldwide. This
information consists of both bibliographic and numeric data. The NNDC is aresource for avery broad
user community in all aspects of nuclear technology, with relevance to homeland security. Nuclear Data
program-funded scientists at U.S. national |aboratories and universities contribute to the activities and
responsibilities of the NNDC.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements. The SLI program also provides PILT to local communities around the laboratory.

Safeguards and Security

The Safeguards and Security (S& S) program activities are focused on protective forces, cyber security,
physical security, and material control and accountability. BNL operates a transportation division to
move specia nuclear materials around the site. Material control and accountability efforts focus on
accurately accounting for and protecting the site’s specia nuclear materials.
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Chicago Office
Introduction

The Chicago Office supports the Department’s programmatic missions in Science and Technology,
National Nuclear Security, Energy Resources, and Environmental Quality by providing expertise and
assistance in such areas as contract management, procurement, project management, engineering,
facilities and infrastructure, property management, construction, human resources, financial
management, general and patent law, environmental protection, quality assurance, integrated saf ety
management, integrated safeguards and security management, nuclear material control and
accountability, and emergency management. Chicago directly supports site offices responsible for
program management oversight of seven major management and operating laboratories— Ames
Laboratory, Argonne National Laboratory, Lawrence Berkeley National Laboratory, Brookhaven
National Laboratory, Fermi National Accelerator Laboratory, Princeton Plasma Physics Laboratory, and
Stanford Linear Accelerator Center—and one government-owned and government-operated Federal
laboratory, New Brunswick Laboratory. Additionally, the administrative, business and technical
expertise of Chicago is shared SC-wide through the Integrated Support Center concept. Chicago serves
as SC's grant center, administering grants to 272 colleges/universities in all 50 states, Washington, D.C.,
and Puerto Rico, as determined by the DOE-SC program offices as well as non-SC offices.

Basic Energy Sciences
The BES program funds research at 168 colleges/universities |ocated in 48 states.
Advanced Scientific Computing Research

The Advanced Scientific Computing Research (ASCR) program funds research at 71
colleges/universities located in 24 states supporting approximately 126 principal investigators.

Biological and Environmental Research

The Biologica and Environmental Research (BER) program funds research at some 220 institutions,
including colleges/universities, private industry, and other federal and private research institutions
located in 44 states.

High Energy Physics

The HEP program supports about 260 research groups at more than 100 colleges and universities |ocated
in 36 states, Washington, D.C., and Puerto Rico. The strength and effectiveness of the university-based
program is critically important to the success of the program as a whole.

Nuclear Physics

The Nuclear Physics (NP) program funds 185 research grants at 85 colleges/universities |ocated in 35
states. Among these are grants with the Triangle Universities Nuclear Laboratory (TUNL); TexasA&M
(TAMU) Cyclotron; the Yale Tandem Van de Graaff; the University of Washington Tandem Van de
Graaff; and a cooperative agreement with the Massachusetts Institute of Technology (MIT). These
accelerator facilities offer niche capabilities and opportunities not available at the national user facilities,
or many foreign low-energy laboratories, such as specialized sources and targets, opportunities for
extended experiments, and specialized instrumentation. Also supported is the Institute for Nuclear
Theory (INT) at the University of Washington, a premier international center for new initiatives and
collaborations in nuclear theory research.
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Fusion Energy Sciences

The Fusion Energy Sciences (FES) program funds research at more than 50 colleges and universities
located in approximately 30 states. FES also funds the DI11-D tokamak experiment and related programs
at GA, an industrial firm located in San Diego, California.

Fermi Site Office
Introduction

The Fermi Site Office provides the single federal presence with responsibility for contract performance
at the Fermi National Accelerator Laboratory. This site office provides an on-site SC presence with
authority encompassing contract management, program and project implementation, federal
stewardship, and internal operations.

Fermi National Accelerator Laboratory
Introduction

Fermi National Accelerator Laboratory (Fermilab) is a program-dedicated |aboratory (High Energy
Physics) located on a 6,800-acre site in Batavia, Illinois. The laboratory consists of 348 buildings (2.3
million gross square feet of space) with an average building age of 38 years. Fermilab isthe largest U.S.
laboratory for research in high-energy physics and is second only to CERN, the European Laboratory for
Particle Physics. About 2,500 scientific users, scientists from universities and laboratories throughout
the U.S. and around the world, use Fermilab for their research. Fermilab’s mission is the goal of high-
energy physics: to understand matter at its deepest level, to identify its fundamental building blocks, and
to understand how the laws of nature determine their interactions.

Advanced Scientific Computing Research
Fermilab conducts research in the network environment for science.
High Energy Physics

Fermilab operates the Tevatron accelerator and colliding beam facility, which consists of a four-mile
ring of superconducting magnets and two large multi-purpose detectors, and is capable of accelerating
protons and antiprotons to an energy of one trillion electron volts (1 TeV). The Tevatron is the highest
energy proton accelerator in the world, and will remain so until the Large Hadron Collider begins
commissioning at the European Organization for Nuclear Research (CERN) in 2007. With the shutdown
of the Large Electron-Positron (LEP) collider at CERN in 2000, the Tevatron became the only operating
particle accelerator at the energy frontier. The Tevatron complex a so includes the Booster and the Main
Injector, pre-accelerators to the Tevatron. The Main Injector, which is used for the pre-accel eration of
protons and production of antiprotons as a part of the Tevatron complex, will also be used independently
of the Tevatron for a 120 GeV fixed target program, including the Neutrinos at the Main Injector (NuMI)
beamline which starts operation in 2005. The Booster is used to accel erate |low-energy protons, and a
small part of the beam that is not used for Tevatron collider operationsis provided to produce neutrinos
for short-baseline oscillation experiments. Fermilab isthe principal experimental facility for HEP. The
HEP program also supports physics research and technology R& D at Fermilab, using unique resources
of the laboratory, including engineering and detector technology, superconducting magnet R& D, and
computational resources.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
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facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements.

Safeguards and Security

S& S program efforts are directed at maintaining protective force staffing and operations to protect
personnel and the facility, and toward continuing the cyber security, security systems, and material
control and accountability programs to accurately account for and protect the facility’s special nuclear
materials. Limited funding increases would be applied to security systems and the Foreign Visits and
Assignments program.

Idaho Operations Office
Idaho National Laboratory
Introduction

Idaho National Laboratory (INL) isamultiprogram laboratory located on 572,000 acresin Idaho Falls,
Idaho. Within the laboratory complex are nine major applied engineering, interim storage and research
and development facilities.

Basic Energy Sciences

INL supports studies to understand and improve the life expectancy of material systems used in
engineering.

Biological and Environmental Research

Using unique DOE capabilities such as advanced software for controlling neutron beams and calculating
dose, INL supports research into boron chemistry, radiation dosimetry, analytical chemistry of boronin
tissues, and engineering of new computational systems for application of radiation treatment to tumors,
including brain tumors. BER support for Boron Neutron Capture Therapy dosimetry and support
programs at INL and the core programs to determine boronconcentrations in biologic specimens will
terminate in FY 2005. INL is also conducting research in subsurface science relating to clean up of the
nuclear weapons complex.

Fusion Energy Sciences

Since 1978, INL has been the lead laboratory for fusion safety. As such, it has helped to develop the
fusion safety database that will demonstrate the environmental and safety characteristics of both nearer
term fusion devices and future fusion power plants. Research at INL focuses on the safety aspects of
magnetic fusion concepts for existing and future machines, such as a burning plasma experiment, and
further developing our domestic safety database using existing collaborative arrangements to conduct
work on international facilities. In addition, INL has expanded their research and facilities capabilities to
include tritium science activities. INL has completed fabrication of the Safety and Tritium Applied
Research (STAR) Facility, which isasmall tritium laboratory where the fusion program can conduct
tritium material science, chemistry, and safety experiments. The STAR Facility has been declared a
National User Facility. INL aso coordinates codes and standards within the ITER program.
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Livermore Site Office
Lawrence Livermore National Laboratory
Introduction

Lawrence Livermore National Laboratory (LLNL) isamultiprogram laboratory located on 821 acresin
Livermore, California. Thislaboratory was built in Livermore as a weapons laboratory 42 miles from the
campus of the University of California at Berkeley to take advantage of the expertise of the university in
the physical sciences.

Basic Energy Sciences

LLNL supports research in materials sciences and in geosciences research on the sources of

el ectromagnetic responsesin crustal rocks, seismology theory and modeling, the mechanisms and
kinetics of low-temperature geochemical processes and the relationships among reactive fluid flow,
geochemical transport, and fracture permeability.

Advanced Scientific Computing Research

LLNL participates in base applied mathematics and computer science research and SciDAC efforts. It
also participatesin ISIC activities that focus on specific software challenges confronting users of
terascale computers.

Biological and Environmental Research

LLNL isone of the major national laboratory partners that comprise the Joint Genome Institute (JGI)
whose principal goals are high-throughput DNA sequencing and studies on the biological functions
associated with newly sequenced human DNA. LLNL is developing new biocompatible materials and
microelectronics for the artificial retina project. It also conducts research on the molecular mechanisms
of cell responses to low doses of radiation, and on the use of model organisms to understand and
characterize the human genome.

Through the program for Climate Model Diagnosis and Intercomparison, LLNL provides the
international leadership to develop and apply diagnostic tools to evaluate the performance of climate
models and to improve them. Virtually every climate modeling center in the world participatesin this
unique program. It also conducts research to improve understanding of the climate system, particularly
the climate effect of clouds and related processes.

High Energy Physics

The HEP program supports physics research and technology R&D at LLNL, using unique capabilities of
the laboratory primarily in the area of engineering and detector technology and advanced accel erator
R&D.

Nuclear Physics

The LLNL program supports research in experimental and theoretical nuclear structure studies, for
relativistic heavy-ion experiments as part of the PHENIX collaboration, for nuclear data and compilation
activities, and for atechnical effort involved in RIA R&D.

Fusion Energy Sciences

LLNL workswith LBNL and PPPL through the Heavy-lon Fusion Virtual National Laboratory in
advancing the physics of heavy ion beams as a driver for inertial fusion energy in the long term and high
energy density physicsin the near term. It aso conducts research in the concept of Fast Ignition for
applicationsin high energy density physics and inertial fusion energy. The LLNL program also includes
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collaborations with General Atomics on the DIl1-D tokamak, operation of an innovative concept
experiment, the Sustained Spheromak Physics Experiment at LLNL, and benchmarking of fusion
physics computer models with experiments such as DIII-D. It carries out research in the simulation of
turbulence and its effect on transport of heat and particles in magnetically confined plasmas.

Science Laboratories Infrastructure

The SLI program enables the cleanup and removal of excess SC facilitiesat LLNL.

Los Alamos Site Office
Los Alamos National Laboratory
Introduction

LosAlamos National Laboratory (LANL) isamultiprogram laboratory located on 27,000 acresin Los
Alamos, New Mexico.

Basic Energy Sciences

LANL is home to selected research effortsin materials sciences, chemical sciences, geosciences, and
engineering. LANL supports research on strongly correlated el ectronic materials, high-magnetic fields,
microstructures, deformation, alloys, bulk ferromagnetic glasses, mechanical properties, ion enhanced
synthesis of materials, metastable phases and microstructures, and mixtures of particlesin liquids.

Research is also supported to understand the electronic structure and reactivity of actinides through the
study of organometallic compounds. Also supported iswork to understand the chemistry of plutonium
and other light actinides in both near-neutral pH conditions and under strongly alkaline conditions
relevant to radioactive wastes and research in physical e ectrochemistry fundamental to energy storage
systems. In the areas of geosciences, experimental and theoretical research is supported on rock physics,
seismic imaging, the physics of the earth’s magnetic field, fundamental geochemical studies of isotopic
equilibrium/disequilibrium, and mineral-fluid-microbial interactions.

The Manuel Lujan Jr. Neutron Scattering Center (Lujan Center) provides an intense pulsed source of
neutrons to a variety of spectrometers for neutron scattering studies. The Lujan Center features
instruments for measurement of high-pressure and high-temperature samples, strain measurement, liquid
studies, and texture measurement. The facility has along history and extensive experience in handling
actinide samples. A 30 Teslamagnet is also available for use with neutron scattering to study samplesin
high-magnetic fields. The Lujan Center is part of the Los Alamos Neutron Science Center (LANSCE),
which is comprised of a high-power 800-MeV proton linear accelerator, a proton storage ring,
production targets to the Lujan Center and the Weapons Neutron Research facility, and a variety of
associated experiment areas and spectrometers for national security research and civilian research.

Advanced Scientific Computing Research

LANL conducts basic research in the mathematics and computer science and in advanced computing
software tools. It also participates in several scientific application and collaboratory pilot projects and
participates on a number of the SCIDAC teams. LANL participatesin 1SIC activities that focus on
specific software challenges confronting users of terascale computers.

Biological and Environmental Research

LANL isone of the major national laboratory partners that comprise the JGI whose principal goals are
high-throughput DNA sequencing and studies on the biological functions associated with newly
sequenced human DNA. One of LANL’srolesin the JGI involves the production of high quality
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“finished” DNA sequence. It also conducts research on the molecular mechanisms of cell responses to
low doses of radiation and on research to understand the molecular control of genes and gene pathways
in microbes. Activitiesin structural biology include the operation of an experimental station for protein
crystallography at the LANSCE for use by the national biological research community.

LANL provides the site manager for the Tropical Western Pacific ARM site. LANL also has a crucial
role in the devel opment, optimization, and validation of coupled atmospheric and oceanic general
circulation models using massively parallel computers. LANL also conducts research into advanced
medical imaging technologies for studying brain function including optical imaging and
magnetoencephol ography, novel radionuclide dosimetry and therapy, and research into new techniques
for rapid characterization and sorting of mixtures of cells and cell fragments. LANL also conducts
research under environmental remediation sciences.

High Energy Physics

The HEP program supports physics research and technology R&D at LANL, using unique capabilities of
the laboratory primarily in the area of theoretical studies, engineering, and detector technology.

Nuclear Physics

NP supports a broad program of research including: a program of neutron beam research that utilizes
beams from LANSCE facility to make fundamental physics measurements; the development of an
experiment to search for the electric dipole moment of the neutron; aresearch and development effort in
relativistic heavy-ions using the PHENIX detector at the RHIC and development of next generation
instrumentation for RHIC; research directed at the study of the quark substructure of the nucleonin
experiments at Fermilab, and the “spin” structure of nucleons at RHIC using polarized proton beams,
research at the Sudbury Neutrino Observatory (SNO) and at MiniBooNE directed at studies of the
properties of neutrinos including development of the next generation detector; a broad program of
theoretical research; nuclear data and compilation activities as part of the national nuclear data program;
and atechnical effort involved in RIA R&D.

Fusion Energy Sciences

LANL supports the creation of computer codes for modeling the stability of magnetically confined
plasmas, including tokamaks and innovative confinement concepts. The work provides also theoretical
and computational support for the Madison Symmetric Torus experiment, a proof-of-principle
experiment in reversed field pinch at the University of Wisconsin in Madison. LANL devel ops advanced
diagnostics for the National Spherical Torus Experiment (NSTX) at PPPL and other fusion experiments
such as the Rotating Magnetic Field as a current drive mechanism for the Field Reversed Configuration
Experiment at the University of Washington in Seattle, Washington. LANL is also investigating
innovative confinement concepts such as Magnetized Target Fusion and Inertial Electrostatic
Confinement. LANL also supports the tritium processing activities needed for ITER.

NNSA Service Center/Albuquerque
National Renewable Energy Laboratory

Introduction

The National Renewable Energy Laboratory (NREL) is a program-dedicated |aboratory (Solar) located
on 300 acresin Golden, Colorado. NREL was built to emphasize renewabl e energy technologies such as
photovoltaics and other means of exploiting solar energy. It isthe world leader in renewable energy
technology development. Sinceitsinception in 1977, NREL's sole mission has been to develop

Science/Funding by Site FY 2006 Congressional Budget

Page 46



renewable energy and energy efficiency technologies and transfer these technol ogies to the private
sector.

Basic Energy Sciences

NREL supports basic research efforts that underpin this technological emphasis at the laboratory; e.g.,
on overcoming semiconductor doping limits, novel and ordered semiconductor alloys, and theoretical
and experimental studies of properties of advanced semiconductor alloys for prototype solar cells. It aso
supports research addressing the fundamental understanding of solid-state, artificial photosynthetic
systems. This research includes the preparation and study of novel dye-sensitized semiconductor
electrodes, characterization of the photophysical and chemical properties of quantum dots, and study of
charge carrier dynamics in semiconductors.

Oak Ridge Office
Introduction

The Oak Ridge Office (ORO) directly provides corporate support (i.e., procurement, legal, finance,
budget, human resources, and facilities and infrastructure) to site offices responsible for program
management oversight of two major management and operating laboratories: PNNL and TINAF. Oak
Ridge also oversees the Oak Ridge Reservation and other DOE facilitiesin the City of Oak Ridge.
Together on the Reservation and in the City of Oak Ridge there are 26 buildings (363,000 square feet)
with atotal replacement plant value (RPV) of $29.2 million. The RPV of the roads and other structures
on the Reservation is $48.3 million. As aresult of the recent A-76 competition for financial services, the
Oak Ridge Financial Service Center provides payment services for the entire Department of
Energy/NNSA, nation-wide. The administrative, business and technical expertise of Oak Ridgeis shared
SC-wide through the Integrated Support Center concept. The ORO Manager is also the single Federal
official with responsibility for contract performance at ORNL and the Oak Ridge Institute for Science
and Education (ORISE). The Manager provides on-site presence for ORNL and ORISE with authority
encompassing contract management, program and project implementation, Federal stewardship, and
internal operations.

Science Laboratories Infrastructure

The Oak Ridge Landlord subprogram provides for centralized ORO infrastructure requirements and
general operating costs for activities (e.g., roads) on the Oak Ridge Reservation outside plant fences plus
DOE facilitiesin the town of Oak Ridge, PILT, and other needs related to landlord activities.

Safeguards and Security

The S& S program provides for contractor protective forces for the Federal office building and ORNL.
Thisincludes protection of acategory 1 Specia Nuclear Material Facility, Building 3019. Other small
activities include security systems, information security, and personnel security.

Oak Ridge Institute for Science and Education
Introduction

The Oak Ridge Institute for Science and Education, operated by Oak Ridge Associated Universities
(ORAU), islocated on a 150-acre sitein Oak Ridge, Tennessee. Established in 1946, ORAU isa
university consortium leveraging the scientific strength of major research institutions to advance science
and education by partnering with national laboratories, government agencies, and private industry.

ORI SE focuses on scientific initiatives to research health risks from occupational hazards, assess
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environmental cleanup, respond to radiation medical emergencies, support national security and
emergency preparedness, and educate the next generation of scientists.

Basic Energy Sciences

ORI SE supports a consortium of university and industry scientists to share the ORNL research station at
NSL S to study the atomic and molecular structure of matter (known as ORSOAR, the Oak Ridge
Synchrotron Organization for Advanced Research). ORISE provides administrative support for panel
reviews and site reviews. It also assists with the administration of topical scientific workshops and
provides administrative support for other activities such as for the reviews of construction projects.
ORISE manages the Shared Research Equipment (SHaRE) program at ORNL. The SHaRE program
makes available state-of-the-art electron beam microcharacterization facilities for collaboration with
researchers from universities, industry, and other government laboratories.

Advanced Scientific Computing Research
ORI SE provides support for education activities.
Biological and Environmental Research

ORI SE coordinates research fellowship programs and manages the DOE-NSF program supporting
graduate students to attend the Lindau Meeting of Nobel Laureates. It al'so coordinates activities
associated with the peer review of most of the submitted research proposals. ORISE aso conducts
research into modeling radiation dosages for novel clinical diagnostic and therapeutic procedures.

High Energy Physics
ORI SE provides support to the HEP program in the area of program planning and review.
Nuclear Physics

ORI SE supports the Holifield Radioactive lon Beam Facility (HRIBF) and its research program through
aclose collaboration with university researchers using HRIBF.

Fusion Energy Sciences

ORI SE supports the operation of the Fusion Energy Sciences Advisory Committee (FESAC) and
administrative aspects of some FES program peer reviews. It also acts as an independent and unbiased
agent to administer the FES Graduate and Postgraduate Fellowship programs, in conjunction with FES,
the ORO, participating universities, DOE laboratories, and industries.

Science Laboratories Infrastructure
The SLI program enables the cleanup and removal of excess facilities at the facility.
Science Program Direction

ORI SE facilitates and coordinates communication and outreach activities, and conducts studies on
workforce trends in the sciences.

Safeguards and Security

The S& S program at ORI SE provides physical protection/protective force services by employing
unarmed security officers. The facilities are designated as property protection areas for the purpose of
protecting government-owned assets. In addition to the government-owned facilities and personal
property, ORI SE possesses small quantities of nuclear materials that must be protected. The program
includes information security, personnel security, protective forces, security systems, and cyber security.
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Oak Ridge National Laboratory
Introduction

The Oak Ridge National Laboratory is a multiprogram laboratory located on 24,000 acres in Oak Ridge,
Tennessee. The laboratory’s 1,100 acre main site on Bethel Valley Road contains 302 buildings (3.4
million gross square feet of space) with an average building age of 32 years. Scientists and engineers at
ORNL conduct basic and applied research and development to create scientific knowledge and
technological solutions that strengthen the nation’s leadership in key areas of science; increase the
availability of clean, abundant energy; restore and protect the environment; and contribute to national
security. The laboratory supports ailmost every major Departmental mission in science, defense, energy
resources, and environmental quality. It provides world-class scientific research capability while
advancing scientific knowledge through such major Departmental initiatives as the Spallation Neutron
Source (SNS), the Supercomputing Program, Nanoscience Research, complex biologica systems, and
ITER. In the defense mission arena, programs include those which protect our Homeland and National
Security by applying advanced science and nuclear technology to the Nation's defense. Through the
Nuclear Nonproliferation Program, Oak Ridge supports the development and coordination of the
implementation of domestic and international policy aimed at reducing threats, both internal and
external, to the U.S. from weapons of mass destruction. The Laboratory also supports various Energy
Efficiency and Renewable Energy programs and facilitates the research and development of energy
efficiency and renewable energy technologies.

Basic Energy Sciences

ORNL is home to major research effortsin materials and chemical sciences with additional programsin
engineering and geosciences. It isthe site of the High Flux Isotope Reactor (HFIR). ORNL also isthe
site of SNS, which is under construction and scheduled for commissioning in FY 2006. ORNL has
perhaps the most comprehensive materials research program in the country.

The High Flux Isotope Reactor isalight-water cooled and moderated reactor that began full-power
operations in 1966. HFIR operates at 85 megawatts to provide state-of-the-art facilities for neutron
scattering, materials irradiation, and neutron activation analysis and is the world's |eading source of
elements heavier than plutonium for research, medicine, and industrial applications. The neutron
scattering experiments at HFIR reveal the structure and dynamics of avery wide range of materials. The
neutron-scattering instruments installed on the four horizontal beam tubes are used in fundamental
studies of materials of interest to solid-state physicists, chemists, biologists, polymer scientists,
metallurgists, and colloid scientists. Recently, a number of improvements at HFIR have increased its
neutron scattering capabilities to 14 state-of-the-art neutron scattering instruments on the world’s
brightest beams of steady-state neutrons. These upgrades include the installation of larger beam tubes
and shutters, a high-performance liquid hydrogen cold source, and neutron scattering instrumentation.

Advanced Scientific Computing Research

ORNL conducts basic research in the mathematics and computer science, as well asresearch in
advanced computing software tools and collaboratory tools. It also participates in severa scientific
application and collaboratory pilot projects and participates on a number of the SCIDAC teams.
Advanced Computing Research Testbeds (ACRT) are focused on the evaluation of leading edge research
computers. Integrated Software Infrastructure Center activities are focused on specific software
challenges confronting users of terascale computers. The Center for Computational Sciences (CCS),
located at ORNL, provides high-end capability computing servicesto SciDAC teams and other DOE
users. ORNL was selected by DOE to develop leadership-class computing capability for science to
revitalize the U.S. effort in high end computing.
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Biological and Environmental Research

ORNL has aleadership role in research focused on the ecological aspects of global environmental
change. The Throughput Displacement Experiment at the Walker Branch Watershed is a unique resource
for long-term ecological experiments. ORNL is the home of a FACE experiment which facilitates
research on terrestrial carbon processes and the development of terrestrial carbon cycle models. It aso
houses the ARM archive, providing datato ARM scientists and to the general scientific community.
ORNL scientists provide improvement in formulations and numerical methods necessary to improve
climate models. ORNL scientists make important contributions to the environmental remediation
sciences research programs, providing special leadership in microbiology applied in the field. ORNL
also manages the environmental remediation sciences research Field Research Center, afield site for
developing and testing bioremediation methods for metal and radionuclide contaminants in subsurface
environments. ORNL, in conjunction with ANL and PNNL and six universities, plays aprinciplerolein
the CSITE consortium which is focusing on research to enhance the capacity, rates, and longevity of
carbon sequestration in terrestrial ecosystems.

ORNL conducts research on widely used data analysis tools and information resources that can be
automated to provide information on the biological function of newly discovered genesidentified in
high-throughput DNA sequencing projects. ORNL conducts microbial systems biology research as part
of Genomics:GTL. The laboratory also operates the Laboratory for Comparative and Functional
Genomics, or “Mouse House,” which uses mice as model organisms to understand and characterize the
human genome. The laboratory is developing a new experimental station for biological small angle
neutron scattering. ORNL conducts research into the application of radioactively labeled monoclonal
antibodies in medical diagnosis and therapy, particularly of cancer, as well as research into new
instrumentation for the analytical chemistry of complex environmental contamination using new types
of biosensors.

High Energy Physics

The HEP program supports a small research effort using unique capabilities of ORNL primarily in the
area of particle beam shielding calculations. Through the SciDAC program, HEP also supports an effort
at ORNL to model the physics processes that drive supernova explosions.

Nuclear Physics

The major effort at ORNL is the research, development, and operations of the HRIBF that is operated as
anational user facility. Also supported are arelativistic heavy-ion group that isinvolved in aresearch
program using the PHENIX detector at RHIC; the development of the Fundamental Neutron Physics
Beamline at SNS; a theoretical nuclear physics effort that emphasi zes investigations of nuclear structure
and astrophysics; nuclear data and compilation activities that support the national nuclear data effort;
and atechnical effort involved in RIA R&D.

The Holifield Radioactive Ion Beam Facility isthe only radioactive nuclear beam facility in the U.S.
to use the isotope separator on-line (ISOL) method and is used annually by about 90 scientists for
studiesin nuclear structure, dynamics and astrophysics using radioactive beams. The HRIBF accelerates
secondary radioactive beams to higher energies (up to 10 MeV per nucleon) than any other facility in the
world with a broad selection of ions. The HRIBF conducts R& D on ion sources and low energy ion
transport for radioactive beams.

Fusion Energy Sciences

ORNL develops a broad range of components that are critical for improving the research capability of
fusion experiments located at other institutions and that are essential for developing fusion as an
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environmentally acceptable energy source. The laboratory is aleader in the theory of heating of plasmas
by electromagnetic waves, antenna design, and design and modeling of pellet injectorsto fuel the
plasma and control the density of plasma particles. The laboratory is also the site of the Controlled
Fusion Atomic Data Center and its supporting research programs. While some ORNL scientists are
located full-time at off-site locations, others carry out their collaborations with short visits to the host
ingtitutions, followed by extensive computer communications from ORNL for data analysis and
interpretation, and theoretical studies. ORNL isalso aleader in stellarator theory and design andisa
major partner with PPPL on the National Compact Stellarator Experiment (NCSX) being built at PPPL.
ORNL, in partnership with PPPL, shares responsibility for managing the U.S. ITER Project Office,
effective July 2004. ORNL has led the fusion materials science program, which is planned for
termination in FY 2006.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements.

Safeguards and Security

The S& S program includes security systems, information security, cyber security, personnel security,
material control and accountability, and program management. Program planning functions at the
laboratory provide for short- and long-range strategic planning, and specia safeguards plans associated
with both day-to-day protection of site-wide security interests and preparation for contingency
operations. Additionally, ORNL is responsible for providing overall laboratory policy direction and
oversight in the security arena; for conducting recurring programmatic self-assessments; for assuring a
viable ORNL Foreign Ownership, Control or Influence (FOCI) program isin place; and for identifying,
tracking, and obtaining closure on findings or deficiencies noted during inspections, surveys, or
assessments of S& S programs.

Office of Scientific and Technical Information

The Office of Scientific and Technical Information (OST]I) islocated on an 8-acre site in Oak Ridge,
Tennessee. The 134,000 sgquare foot OSTI facility houses both Federal and contractor staff; the
E-Government infrastructure handling over 15 million downloads and views of DOE’'s R& D results per
year; and over 1.2 million classified and unclassified documents dating from the Manhattan Project to
the present. These resources enable OSTI to fulfill its mission to advance science and sustain
technological creativity by making R& D findings available and useful to DOE researchers and the
American people. OSTI hosts web sites for BER programs and maintains on-line databases.

Pacific Northwest Site Office

Introduction

The Pacific Northwest Site Office provides the single federal presence with responsibility for contract
performance at PNNL. This site office provides an on-site SC presence with authority encompassing
contract management, program and project implementation, federal stewardship, and internal operations.
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Pacific Northwest National Laboratory
Introduction

Pacific Northwest National Laboratory is a multiprogram laboratory located on 132 acres at the
Department's Hanford site in Richland, Washington. The laboratory consists of one government-owned
building (200,000 gross square feet of space) with the average age of the building being 7 years. PNNL
conducts research in the area of environmental science and technology and carries out related national
security, energy, and human health

Basic Energy Sciences

PNNL supports research in interfacial and surface chemistry, inorganic molecular clusters, analytical
chemistry, and applications of theoretical chemistry to understanding surface. Geosciences research
includes theoretical and experimental studies to improve our understanding of phase change phenomena
in microchannels. Also supported is research on stress corrosion and corrosion fatigue, interfacial
dynamics during heterogeneous deformation, irradiation assisted stress corrosion cracking, bulk defect
and defect processing in ceramics, chemistry and physics of ceramic surfaces and interfacial
deformation mechanisms in aluminum alloys.

Advanced Scientific Computing Research

PNNL conducts basic research in the mathematics and computer science, aswell as research in
advanced computing software tools and collaboratory tools. It also participatesin severa scientific
application pilot projects, participates on a number of the SciDAC teams, and participates in Integrated
Software Infrastructure Center activities that focus on specific software challenges confronting users of
terascale computers.

Biological and Environmental Research

PNNL is home to the William R. Wiley Environmental Molecular Sciences Laboratory (EMSL), a
national user facility. PNNL scientists, including EMSL scientists, play important rolesin performing
environmental remediation sciences research for the National and Accelerated Bioremediation Research
(NABIR) and Environmental Management Science Program (EM SP). PNNL operates the unique
ultrahigh field mass spectrometry and nuclear magnetic resonance spectrometry instruments at the
EMSL for use by the national research community.

PNNL provides the G-1 research aircraft, and expertise in field campaigns for atmospheric sampling and
analysis. The ARM program officeislocated at PNNL, asisthe ARM chief scientist and the project
manager for the ARM engineering activity; this provides invaluable logistical, technical, and scientific
expertise for the program. It also conducts research into new instrumentation for microscopic imaging of
biologica systems and for characterization of complex radioactive contaminants by highly automated
instruments.

PNNL conducts research on the molecular mechanisms of cell responses to low doses of radiation and
on the development of high throughput approaches for characterizing all of the proteins (the proteome)
being expressed by cells under specific environmental conditions. PNNL conducts microbial systems
biology research as part of Genomics:GTL.

PNNL, in conjunction with ANL and ORNL and six universities, plays an important role in the CSITE
consortium, focusing on the role of soil microbia processes in carbon sequestration. PNNL also
conducts research on the integrated assessment of global climate change.
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Fusion Energy Sciences

PNNL has focused on research on materials that can survive in afusion neutron environment.
Experienced scientists and engineers at PNNL provide leadership in the evaluation of ceramic matrix
composites for fusion applications and support work on vanadium, copper, and ferrite steels as part of
the U.S. fusion materials team. These programs are planned for closeout in FY 2006. Another PNNL
activity for FESisasmall scale study of future fusion energy requirements.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements.

Safeguards and Security

The PNNL S& S program consists of program management, physical security systems, protection
operations, information security, cyber security, personnel security and material control and
accountability.

Princeton Site Office

Introduction

The Princeton Site Office provides the single federal presence with responsibility for contract
performance at the Princeton Plasma Physics Laboratory. This site office provides an on-site SC
presence with authority encompassing contract management, program and project implementation,
federal stewardship, and internal operations.

Princeton Plasma Physics Laboratory
Introduction

Princeton Plasma Physics Laboratory is a program-dedicated laboratory (Fusion Energy Sciences)
located on 88.5 acresin Plainsboro, New Jersey. The laboratory consists of 38 buildings (725,000 gross
sgquare feet of space) with an average building age of 29 years. DOE does not own the land.

Advanced Scientific Computing Research
PPPL participates in a collaboratory pilot project and several SciDAC projects.
High Energy Physics

The HEP program supports a small theoretical research effort at PPPL using unique capabilities of the
laboratory in the area of advanced accelerator R&D.

Fusion Energy Sciences

PPPL isthe only U.S. Department of Energy (DOE) laboratory devoted primarily to plasmaand fusion
science. The laboratory hosts experimental facilities used by multi-institutional research teams and also
sends researchers and specialized equipment to other fusion facilities in the United States and abroad.
PPPL isthe host for the NSTX, which is an innovative toroidal confinement device, closely related to
the tokamak, and has started construction of another innovative toroidal concept, the NCSX, a compact
stellarator. PPPL scientists and engineers have significant involvement in the DII1-D and Alcator C-Mod
tokamaks and the NSF Center for Magnetic Self-Organization in Laboratory and Astrophysical Plasmas
inthe U.S. and several large tokamak facilities abroad, including JET (Europe), JT-60U (Japan), and
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KSTAR (Korea). This research isfocused on developing the scientific understanding and innovations
required for an attractive fusion energy source. PPPL scientists are aso involved in several basic plasma
science experiments, ranging from magnetic reconnection to plasma processing. PPPL also has alarge
theory group that does research in the areas of turbulence and transport, equilibrium and stability, wave-
plasmainteraction, and heavy ion accelerator physics. PPPL, LBNL, and LLNL currently work together
in advancing the physics of heavy ion drivers through the heavy ion beams Fusion Virtual National
Laboratory. Effective July 2004, PPPL, in partnership with ORNL, was selected to manage the U.S.
ITER Project Office. Through its association with Princeton University, PPPL provides high quality
education in fusion-related sciences, having produced more than 185 Ph.D. graduates since its founding
in 1951.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements.

Safeguards and Security

The S& S program provides for protection of nuclear materials, government property, and other vital
assets from unauthorized access, theft, diversion, sabotage, or other hostile acts. These activities result in
reduced risk to national security and the health and safety of DOE and contractor employees, the public,
and the environment.

Sandia Site Office
Sandia National Laboratories
Introduction

Sandia National Laboratories (SNL) is amultiprogram laboratory located on 3,700 acres in
Albuquerque, New Mexico (SNL/NM), with sitesin Livermore, California (SNL/CA), and Tonopah,
Nevada.

Basic Energy Sciences

SNL is home to significant research efforts in materials and chemical sciences with additional programs
in engineering and geosciences. SNL/CA is aso the site of the Combustion Research Facility (CRF).
SNL has a historic emphasis on electronic components needed for Defense Programs. The laboratory has
very modern facilities in which unusual microcircuits and structures can be fabricated out of various
semiconductors.

The Combustion Research Facility at SNL/CA is an internationally recognized facility for the study of
combustion science and technology. In-house efforts combine theory, modeling, and experiment
including diagnostic development, kinetics, and dynamics. Several innovative non-intrusive optical
diagnostics such as degenerate four-wave mixing, cavity ring-down spectroscopies, high resolution
optical spectroscopy, and ion-imaging techniques have been devel oped to characterize combustion
intermediates. Basic research is often conducted in close collaboration with applied programs. A
principal effort in turbulent combustion is coordinated among the chemical physics program, and
programsin Fossil Energy and Energy Efficiency and Renewable Energy.
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Advanced Scientific Computing Research

SNL conducts basic research in mathematics and computer science, as well as research in advanced
computing software tools and collaboratory tools. It also participates in several scientific application and
collaboratory pilot projects, participates on a number of the SciDAC teams, and participatesin ISIC
activities that focus on specific software challenges confronting users of terascale computers.

Biological and Environmental Research

SNL provides the site manager for the North Slope of AlaskaARM site. The chief scientist for the
ARM-Unmanned Aerial Vechicles (ARM-UAV) programisat SNL, and SNL takesthelead rolein
coordinating and executing ARM-UAV missions. The laboratory conducts advanced research and
technology development in robotics, smart medical instruments, microel ectronic fabrication of the
artificial retina, and computational modeling of biological systems, and fundamental chemistry for the
treatment of high-level waste.

To support environmental cleanup, SNL conducts research into novel sensors for analytical chemistry of
contaminated environments. It al'so conducts computational and biological research in support of the
Genomics.GTL research program.

Fusion Energy Sciences

Sandia plays alead role in devel oping components for fusion devices through the study of plasma
interactions with materials, the behavior of materials exposed to high heat fluxes, and the interface of
plasmas and the walls of fusion devices. It selects, specifies, and devel ops materials for components
exposed to high heat and particles fluxes and conducts extensive analysis of prototypes to qualify
components before their use in fusion devices. Materials samples and prototypes are tested in Sandia’'s
Plasma Materials Test Facility, which uses high-power electron beams to simulate the high heat fluxes
expected in fusion environments. Materials and components are exposed to tritium-containing plasmas
in the Tritium Plasma Experiment located in the STAR facility at INL. Tested materials are characterized
using Sandia’s accelerator facilities for ion beam analysis. Sandia supports awide variety of domestic
and international experimentsin the areas of tritium inventory removal, materials postmortem analysis,
diagnostics devel opment, and component design and testing. Sandia also works with LBNL through the
Heavy lon-Fusion Virtual National Laboratory in developing high-brightnession source and other
science issues of heavy ion beams. Sandia serves an important role in the design and analysis activities
related to the ITER first wall components, including related R&D.

Savannah River Site

Introduction

The Savannah River Site complex covers 198,344 acres, or 310 square miles encompassing parts of
Aiken, Barnwell and Allendale counties in South Carolina bordering the Savannah River.

Biological and Environmental Research

SRS hosts the Savannah River Ecology Laboratory (SREL), aresearch unit of the University of Georgia
operating at the site for over 50 years. SREL conducts research aimed at understanding the ecol ogical
impacts of DOE contamination and cleanup efforts. SREL is supported through a cooperative agreement
with the University of Georgia.
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Savannah River National Laboratory

The Savannah River National Laboratory (SRNL) isamultiprogram laboratory located on
approximately 34 acresin Aiken, South Carolina. SRNL is SRS's applied R& D laboratory, providing
technical support for the site’'s missions, working in partnership with the site’s operating divisions.

Biological and Environmental Research

SRNL scientists make important contributions to the EM SP program, providing leadership on high level
waste issues of importance to SRS, and generally relating to clean up of the nuclear weapons complex.

Stanford Site Office
Introduction

The Stanford Site Office provides the single federal presence with responsibility for contract
performance at the Stanford Linear Accelerator Center (SLAC). This site office provides an on-site SC
presence with authority encompassing contract management, program and project implementation,
federal stewardship, and internal operations.

Stanford Linear Accelerator Center
Introduction

The Stanford Linear Accelerator Center (SLAC) islocated on 426 acres of Stanford University land in
Menlo Park, California, and is also the home of the Stanford Synchrotron Radiation Laboratory (SSRL).
The facility is now comprised of 25 experimental stations and is used each year by over 700 researchers
from industry, government laboratories and universities. SLAC (including SSRL) consists of 166
buildings (1.9 million gross square feet of space) with the average age of 30 years. SLAC isalaboratory
dedicated to the design, construction and operation of state-of-the-art electron accelerators and related
experimental facilities for use in high-energy physics and synchrotron radiation research. SLAC operates
the 2 mile long Stanford Linear Accelerator which began operating in 1966. The SSRL was built in 1974
to utilize the intense x-ray beams from the Stanford Positron Electron Accelerating Ring (SPEAR) that
was built for particle physics by the SLAC laboratory. Over the years, SSRL grew to be one of the main
innovatorsin the production and use of synchrotron radiation with the devel opment of wigglers and
undulators that form the basis of all third generation synchrotron sources.

Basic Energy Sciences

SLAC isthe home of the Stanford Synchrotron Radiation Laboratory and peer-reviewed research
projects associated with SSRL. The facility is used by researchers from industry, government
laboratories, and universities. These include astronomers, biologists, chemical engineers, chemists,
electrical engineers, environmental scientists, geologists, materials scientists, and physicists. A research
program is conducted at SSRL with emphasisin both the x-ray and ultraviolet regions of the spectrum.
SSRL scientists are experts in photoemission studies of high-temperature superconductors and in x-ray
scattering. The SPEAR 3 upgrade at SSRL provides major improvements that will increase the
brightness of thering for all experimental stations.

Advanced Scientific Computing Research
SLAC participates on anumber of SciDAC teams.
Biological and Environmental Research

SLAC operates nine SSRL beam lines for structural molecular biology. This program involves
synchrotron radiation-based research and technology developments in structural molecular biology that
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focus on protein crystallography, x-ray small angle scattering diffraction, and x-ray absorption
spectroscopy for determining the structures of complex proteins of many biological consequences.
Beamlines at SSRL also serve the growing environmental science user community.

High Energy Physics

SLAC operates the B-factory and its detector, BaBar, and a small program of experiments in accelerator
science and technology. The B-factory, a high energy electron-positron collider, was constructed to
support a search for and high-precision study of CP symmetry violation in the B meson system. All of
these facilities make use of the two-mile long linear accelerator, or linac. SLAC and Fermilab are the
principal experimental facilities of the HEP program. The HEP program also supports physics research
and technology R&D at SLAC, using unique resources of the laboratory, including engineering and
detector technology, advanced accelerator technology, and computational resources.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements.

Safeguards and Security

The S& S program focuses on reducing the risk to DOE national facilities and assets. The program
consists primarily of protective forces and cyber security program elements.

Thomas Jefferson Site Office

Introduction

The Thomas Jefferson Site Office provides the single federal presence with responsibility for contract
performance at TINAF. This site office provides an on-site SC presence with authority encompassing
contract management, program and project implementation, federal stewardship, and internal operations.

Thomas Jefferson National Accelerator Facility
Introduction

Thomas Jefferson National Accelerator Facility is a program-dedicated laboratory (Nuclear Physics)
located on 200 acres in Newport News, Virginia dedicated to the exploration of nuclear and nucleon
structure. The laboratory consists of 62 buildings (407,000 gross square feet of space) with an average
building age of 13 years. Constructed over the period FY 1987-1995 at a cost of $513,000,000, TINAF
began operationsin FY 1995.

Biological and Environmental Research

BER supports the development of advanced imaging instrumentation at TINAF that will ultimately be
used in the next generation medical imaging systems.

High Energy Physics

The HEP program supports an R& D effort at TINAF on muon accelerator technology, using the unique
expertise of the laboratory in the area of superconducting radiofrequency systems for particle
acceleration.
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Nuclear Physics

The centerpiece of TINAF isthe Continuous Electron Beam Accelerator Facility (CEBAF), aunique
international electron-beam user facility for the investigation of nuclear and nucleon structure based on
the underlying quark substructure. The facility has a user community of ~1,200 researchers and is used
annually by ~800 U.S. and foreign researchers. Polarized electron beams up to 5.7 GeV can be provided
by CEBAF simultaneously to 3 different experimental halls. Hall A is designed for spectroscopy and
few-body measurements. Hall B has a large acceptance detector, CLAS, for detecting multiple charged
particles coming from a scattering reaction. Hall C is designed for flexibility to incorporate awide
variety of different experiments. Its core equipment consists of two medium resolution spectrometers for
detecting high momentum or unstable particles. The GO detector, ajoint NSF-DOE project in Hall C,
will allow a detailed mapping of the strange quark contribution to nucleon structure. Alsoin Hall C, a
new detector, Q-weak, is being devel oped to measure the weak charge of the proton by a collaboration
of laboratory and university groups in partnership with the NSF. TINAF research and engineering staff
are world experts in superconducting radio-frequency technology; their expertise is being used in the
development of the 12 GeV Upgrade for CEBAF as well asfor other accelerator projects such asthe
Spallation Neutron Source.

Science Laboratories Infrastructure

The SLI program enables Departmental research missions at the laboratory by funding line item
construction and GPPs to maintain the general purpose infrastructure, the cleanup and removal of excess
facilities, and the correction of health and safety deficiencies to ensure consistency with OSHA
requirements.

Safeguards and Security

TINAF has a guard force that provides 24-hour services for the accelerator site and after-hours property
protection security for the entire site. Other security programs include cyber security, program
management, and security systems.

Washington Headquarters

SC Headquarters, located in the Washington, D.C. area, supports the SC mission by funding Federal
staff responsible for directing, administering, and supporting a broad spectrum of scientific disciplines.
These disciplines include the HEP, NP, BES, BER, FES, ASCR, and WDTS programs. In addition,
Federal staff are responsible for SC-wide management, operational policy, and technical/administrative
support activities in budget and planning; information technology; infrastructure management;
construction management; safeguards and security; environment, safety and health; and general
administration. Funded expenses include salaries, benefits, travel, general administrative support
services and technical expertise, information technology maintenance and enhancements, as well as
other costs funded through interdepartmental transfers and interagency transfers.

Science/Funding by Site FY 2006 Congressional Budget

Page 58





