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Executive Summary

Strong Momentum for Accountability of Public Programs 

Support for performance-based management in the federal government has gained momentum over the past decade.  Congress showed its interest with passage of the Government Performance and Results Act of 1993 (GPRA).  The Executive Branch demonstrated its interest through the President’s Management Agenda Initiatives of 2002 (PMA) and the implementation through the Office of Management and Budget (OMB) of a new tool for program assessment called the “Program Assessment Rating Tool (PART), consisting of 25-30 questions about performance and results, supporting by evidence.  More recently, OMB’s Circular A-11 “Direction to submit Performance Budgets” beginning in Fiscal Year 2005, has furthered the implementation of PART, and Congress is now considering new legislation requiring regular performance reviews of federal programs.  Federal government departments and agencies have responded with intensified efforts both to better manage for results and to meet the reporting requirements of Congress and the Administration.  The process continues towards establishing a government-wide system that works smoothly and effectively for all concerned to meet shared goals.  This report provides an account of one effort in that process.

WREN’s Workshop Focused on “PART”

On December 4-5, 2003, The Washington Research Evaluation Network (WREN)—part of an international network focused on evaluation of publicly funded R&D—conducted a workshop aimed at helping Federal R&D agencies improve their ability to meet OMB’s PART reporting requirement.  More than 200 participants attended, representing over 27 Federal agencies and seven foreign nations, centers dedicated to improving government performance, academic institutions, and private businesses.  Participants shared a keen interest in evaluation and how to do it better.  The workshop advanced that cause on several fronts and at multiple levels.  The workshop’s five plenary sessions provided a forum for identifying progress agencies have made in responding to PART and agency perspectives as to remaining challenges and issues that are perceived as impediments to greater effectiveness.   The workshop’s six interactive breakout sessions presented methods, techniques, and practices useful for improving R&D PART responses.  Additionally, a luncheon panel brought to the workshop the counterpart experiences of R&D program administrators and evaluators from abroad.  Information on WREN, the workshop, and future events can be found at WREN’s website:    http://www.science.doe.gov/sc-5/wren/
PART’s Strengths

Speakers and other workshop participants voiced strongly their belief in, support of, and drive towards achieving performance-based management of their organizations.  Many further indicated that implementation of PART had the largely desirable effort of focusing greater attention within their organizations on the need for further improvements in plans and supporting systems for achieving, measuring and reporting progress and outcomes.  Table 1 summarizes the identified strengths of PART, numbered to facilitate follow-on discussion.    

Table 1.   Identified Strengths of PART 

	Number
	PART stimulated:

	1
	Revitalization of evaluation within the agency



	2
	Self assessment and subsequent planning for improvement



	3
	Development of new assessment tools and performance measures



	4
	Attention on evaluation as a useful tool for management



	5
	Interest in a standardized review of agency programs



	6
	Interest in aligning PART closely to agency programs  




PART’s Challenges

At the same time, it was clear from the workshop’s presentations and discussions that there are remaining challenges to PART’s successful use.  These challenges relate mainly to the process by which PART is applied and to a lesser extent to the design, or structure, of the tool.  Table 2 below summarizes the identified challenges, where “PI” in the first column indicates a Process Issue.  Among the process challenges identified were those arising from issues of inconsistency, and inadequacies in examiner fields of knowledge; of ratings being applied too broadly across multiple program elements which differ in performance; of PART’s use as a political instrument; of the confusion and burden of multiple reporting requirements; of a sporadic application of the tool, unsupportive of agency improvements; in addition to a number of other issues.  

Challenges concerning PART’s structure are also summarized in Table 2, with “SI” in the second column designating a Structure Issue.  Identified challenges of a structural nature center on its restrictive use of Yes/No answers; its scoring system which implies a level of accuracy beyond what is justified; and the force-fit of a business model to a public program in basic research with its assumptions of direct, linear relationships between research activities and outcomes, program efficiencies that can be easily and accurately captured in annual measures, and the use of performance metrics that fail to distinguish between easy-to-accomplish and extremely difficult-to-accomplish goals.  Agency managers and evaluators repeatedly voiced their hope that further improvements could made in the PART instrument and particularly in its application, so as to improve its ability to increase program effectiveness and efficiency.  

Table 2.  Identified Challenges of PART 

	Number
	Process

Issue

(PI)
	Structure

Issue

(SI)
	Description of Challenge

	1
	PI
	
	OMB lacks a clear definition of “program”



	2
	PI
	
	OMB’s roll-up of multiple agency programs into a single program for PART assessment results in meaningless results 



	3
	PI
	
	Examiners’ often lack knowledge of evaluation, leading to failure to use data/evidence provided as intended 



	4
	PI
	
	Examiners’ are inconsistent in applying PART



	5
	PI
	
	Multiple requirements for centralized reporting are confusing, i.e., for GPRA, PART, and other requirements 



	6
	PI
	
	The use of PART as a political tool devalues its use as a fair assessment tool

 

	7
	PI
	
	The link is unclear between a program’s PART score and its budget success in face of budgetary requirements 



	8
	
	SI
	Requiring binary (yes/no) choices is too restrictive



	9
	
	SI
	Using a rating system based on 100 points implies a level of accuracy that is unwarranted



	10
	PI
	
	Low scores lead the public to believe programs are mismanaged when the mark-down may actually reflect something beyond management’s control 



	11
	PI
	
	Scores have uncertain meaning 



	12
	PI
	
	Program administrators may lack funding to develop the data/evidence required for PART



	13
	
	SI
	PART’s emphasis on annual measures may not fit programs (like forestry or basic science research) whose yield does not map to an annual cycle



	14
	PI
	
	Better models are needed for evaluating research programs and providing data/evidence under PART



	15
	
	SI
	PART questions on spending efficiency are by nature difficult for basic research programs



	16
	PI
	
	Application of PART is expected to be sporadic and not meaningfully coordinated with program improvements



	17
	PI
	
	PART is implemented w/o regard to agency internal reorganization issues



	18
	PI
	
	Norms are lacking for comparisons of programs of differing size and type



	19
	PI
	
	Performance indicators are used without consideration of context; and OMB examiners and agency staff often hold conflicting views regarding appropriate performance indicators



	20
	
	SI
	PART assumes a direct, linear relationship between research and outcomes which is not necessarily accurate, and, in any case, is difficult to show



	21
	PI
	
	Both OMB and agencies lack analysis support



	22
	PI
	
	OMB appeals process is unclear



	23
	PI
	
	All the evidential burden is on the agency; none on the examiners



	24
	PI
	
	Congress appears to have little or no interest in PART




Developing and Presenting Effective and Appropriate Evidence 
A plenary session and six breakout sessions focused on the issue of developing evidence/data in support of agency responses to PART questions that will better meet the mark.  Concurrently there is often lack of agreement between program managers and OMB examiners as to what constitutes acceptable evidence that a program is achieving results and meeting its mission.  Hence, this is one of the challenges the workshop emphasized.  Table 3 summarizes guidance on developing effective and appropriate evidence from the third plenary session which was devoted to this topic.  Identified desirable characteristics of evidence are relevancy, accuracy, and credibility.  There was general agreement on the importance of advance agency coordination with OMB about the types of information and approaches for obtaining it.  Effective packaging and presentation of evidence were also identified as critical to success.

Table 3.  Guidance to Developing Effective and Appropriate Evidence

	Number
	Program Action
	Description



	1
	Look to best practices demonstrated by other agencies
	Best practices include providing evidence and data that are relevant, accurate, and credible. 



	2
	Initiate early communication with OMB examiners
	By discussing in advance with OMB what it wants to know, assessing the feasibility of providing it, and negotiating what will be provided with available resources, an agency’s evidence is likely to be closer to the mark.

 

	3
	Maintain on-going communication with OMB 
	Communication with OMB is important throughout the process in order to correct misperceptions as they arise and to provide additional information as needed.


	4
	Look to the experience of similar agencies
	The experience of similar programs that have been previously assessed using PART may shed light on potential pitfalls and successful strategies.



	5
	Coordinate external reporting needs of stakeholders
	Evaluation efficiencies may be achievable by coordinating reporting requirements for PART with those of other stakeholders.


	6
	Apply logic modeling to better explain your program
	Logic models are helpful in explaining qualitatively why and how a program can be expected to achieve its specified goals through its mechanisms and activities.


	7
	Give close attention to the packaging of your evidence and data
	Effectively packaging the information so that OMB examiners can easily find and understand what is provided is essential for effectiveness.


	8
	Be prepared to provide appropriate models of and performance indicator metrics for your program
	OMB’s business model approach and requested business-related metrics may not adequately reflect level of research difficulty, spillover effects, non-linear linkages between research and outcomes, and required lag times from research to outcomes.  



	9
	Start as soon as possible to develop evaluative capability
	It takes time to establish systematic approaches to collecting information and developing databases needed to support the provision of evidence and data for PART.


	10
	Tell the story that goes with the data


	If you don’t tell the story of your program, someone else will who may not get it right.

	11
	Cooperate and collaborate
	Developing a cooperative and collaborative relationship with OMB examiners may enhance success in improving the program.


	12
	Follow through on PART recommendations
	Providing evidence and data does not stop with the first submittal to PART; it is essential to document follow-through on OMB’s recommendations.


	13
	Take advantage of existing resources
	There are available guides and references for improving evaluation and PART responses, such as those identified by workshop speakers and referenced in this report.



Evaluation Strategies, Methods, and Techniques
The workshop’s six smaller, interactive breakout sessions provided in-depth treatments of potential strategies and techniques for improving the evidence and data needed to support responses to PART.  The first breakout session provided expert information on the use of logic modeling to organize and plan for results and to demonstrate how a program works. The second gave guidance on building a stronger capability to provide appropriate and effective evidence and data in support of answers to PART questions.  The third dealt with evaluation methods best suited for developing evidence in support of basic research programs, while the fourth focused on evaluation methods for applied research and technology programs.  The fifth breakout session highlighted agency experience in developing "trendable" indicator metrics to demonstrate annual progress towards long-term goals.  The sixth focused on using expert review as a method for providing evidence in support of program accomplishments. 

How to Improve PART

Participants raised questions about how to meet the identified challenges of PART and offered suggestions.  Though there was insufficient time to address the entire list of challenges that were identified, suggestions were made for improving some of them.  
It was suggested that addressing the annual urgency of OMB would help it better deal with the longer agency perspectives of program missions.  The problem of inconsistencies in OMB ratings—which was identified as particularly acute—might be helped by additional training of examiners, more guidance, cross-calibration across OMB branches and examiners, and feedback loops.  Establishment of an effective appeals process external to the OMB was an important concept for many participants.  

In addition to suggestions for improvements to the PART process and structure, a number of suggestions focused on steps agencies can take to improve their responses to PART.  Among these suggestions were efforts to achieve better communication and coordination with OMB examiners; use of methods and techniques particularly suited to establishing credible and effective evidence; learning effectively to tell a program’s story, including the linkages across its rationale, operational mechanisms, outputs, and outcomes, and more effective conveyance of the evidence collected.   Table 4 lists some of the suggestions made for improvements, with the first column identifying the party who would need to carry out the suggestion.

	Number
	Implemented by:
	Suggested Steps for Improvements

	1
	OMB
	Hold R&D programs accountable only to what they can fairly be expected to produce within the timeframe considered



	2
	OMB
	Address the consistency problem by increasing training of examiners, providing more guidance, giving attention to cross- calibrations, providing standards, and giving them more feedback



	3
	OMB
	Provide more flexibility to reflect differences among programs



	4
	OMB
	Ensure that examiners understand that the PART process is not, and should not be approached as a mechanistic, one-size-fits-all tool



	5
	OMB
	Assess simultaneously those programs to be compared to improve consistency of comparisons 



	6
	Congress

(?)
	Develop an effective PART appeals process outside of OMB 



	7
	Programs
	Discuss and negotiate what is appropriate and feasible for annual performance reporting



	8
	Programs
	Use logic modeling and other methods to help convey to examiners how a program works and to effectively “tell its story” 



	9
	Programs
	Develop more and better databases to help support the provision of evidence for PART




R&D Evaluator Network Created

The workshop’s highly interactive format also helped establish a sustainable network of like-minded R&D evaluators.  The resulting network constitutes a valuable resource for further advancing the evaluation of R&D programs.  Workshop attendees have been added to WREN’s membership, workshop follow-on events are scheduled, and WREN’s website is a source of up-to-date information.  The formation of linked WREN nodes around the world is underway. 

R&D trends, Next steps, and Agenda topics for WREN 
The final session of the workshop presented trends in federal R&D funding, and discussed implications for the evaluation of public R&D programs.  It was observed that budgetary pressures might lead to overlooking or down-playing the critical role of Federal R&D investments to the nation’s economic future.  In this environment, the ability of administrators of federal R&D programs to successfully demonstrate the value of their programs is essential.

The announcement of a number of planned follow-on actions and events were indicative of WREN’s commitment to continued momentum.  Table 5 summarizes these next steps. 

Table 5.  Next Steps 

	Number
	Action or Event


	Status or Scheduled Time of Occurrence

	1
	WREN meeting to discuss Workshop summary report 


	February 26, 2004

	2
	Conveying the workshop results to OMB and obtaining OMB comments


	To be determined

	3
	Continued WREN collaboration with the American Evaluation Association (AEA) to form affiliated World Research Evaluation Network (also WREN) 


	On-going

	4
	Planned “World WREN” kickoff meeting in Brussels 


	June 2004  

	5
	AEA annual conference in Atlanta, with subprogram events in evaluation of science, research, and technology programs


	November 2004

	6
	Development of a more comprehensive WREN website


	Underway

	7
	Development of a research agenda for WREN
	Underway



	8
	Development of topical working groups
	To be determined




New and emerging evaluation methods were presented by several participating organizations.  These included examples from the extensive body of on-going research in evaluation sponsored by DOE/SC, which promises to enrich the discipline.  WREN provides a forum for making these new, more powerful tools of assessment available to other federal agencies.  
To help further address evaluative needs of WREN’s constituents, the possibility was discussed of establishing a focused research program under the auspices of WREN.  Suggested research goals included establishing a clearer rationale for federal support of research, and developing improved methods of assessing the value of federal research and portfolio evaluation techniques for making resource allocation decisions.  Table 6 summarizes suggested future topics for WREN.  

Table 6.  Suggested Future Topics for WREN

	Number
	Topics



	1
	Clearer explanations of the rationale for public investment in R&D



	2
	Descriptions of and data on the multiple components of the national innovation system



	3
	Development of improved models of Federal R&D investment decisions



	4
	New and improved methods for evaluating R&D programs both retrospectively and prospectively



	5
	Formulation of evaluation standards



	6
	Effective use of evaluation results




	7
	Maintenance and expansion of the network of evaluators in the U.S. and abroad



	8
	Establishment of voluntary working groups to tackle identified challenges



	9
	Construction and distribution of a “WREN Idea Compendium” to the broader research community




Workshop Documentation

This summary report attempts to capture the essential points of the rich and complex set of presentations, questions, answers, comments, and dialogue from the workshop.  The objective of the documentation is to provide broader access to the results and a record for WREN. 
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The Washington Research Evaluation Network (WREN)

Workshop Executive Summary Report:  “Planning for Performance and Evaluating Results of Public R&D Programs; Meeting the OMB PART Challenge”
I.  Introduction

I-1  Workshop Overview

On December 4, 2003, more than 200 Federal R&D program evaluators, public policy specialists, and others interested in the performance of public R&D programs, gathered at George Washington University to focus on “PART” -- the Program Assessment Rating Tool required by the U.S. Office of Management and Budget (OMB) for centralized reporting on Federal program performance.  For a day and a half, participants in the workshop identified common challenges, and shared experiences and best practices, with the aim of improving their ability to meet the reporting requirements of PART while effectively meeting internal program management needs for evaluation.
There appears to be widespread agreement about the need for accountability of public programs to their stakeholders and recognition of the key role played by program performance evaluation in achieving this goal.  Agency participants in the WREN workshop voiced their enthusiasm and support for program evaluation, managing for results, and accountability. There remain, however, challenges and issues surrounding the use of PART.  For these reasons, WREN identified PART as a timely topic for its first workshop.  Through the workshop and subsequent venues, WREN aims to contribute to improving performance evaluation of federal science and technology programs.  

Through the workshop’s many networking opportunities, participants were able to connect personally with others in the R&D “PART” community who share common interests and issues.  The workshop highlighted WREN as a much needed resource in evaluation for the Federal R&D community.  Co-sponsors of the workshop included the American Society for Public Administration (ASPA), the U.S. Department of Energy’s Office of Science (SC), George Washington University, and the Government Results Center.   

I-2  Report Objectives

This post-workshop summary report has several objectives.  It provides broader access to the insights, strategies, techniques, and shared best practices featured in the workshop.  It documents for further consideration and deliberation the challenges identified by federal users of PART and their views concerning potential approaches for improvement.  It also provides a record for WREN of the first of what is expected to be a series of public workshops, seminars, and other events on evaluation for the benefit of those responsible for administering, evaluating, and reporting on public R&D programs. 

I-3  Organization of the Workshop and of the Report

The workshop consisted of a series of five plenary sessions presenting major issues concerning PART, interspersed with six interactive breakout sessions dealing with methods, techniques, and practices useful for improving R&D PART responses.  Additionally, a luncheon panel brought to the workshop the counterpart experiences of R&D program administrators and evaluators from abroad.  

This Summary Report first summarizes all the plenary sessions, then the breakout sessions, and finally the luncheon program.  The report’s Executive Summary provides a roll-up summary of the workshop, with key points presented in accompanying tables.  The main body of the report is in four sections:  Section I introduces the report and provides background on PART.  Section II summarizes the five plenary sessions.  Section III summarizes the six breakout sessions, each an interactive forum to showcase useful methods and techniques for responding to PART.  Topics of the breakout sessions include logic modeling; compiling evidence and data in support of agency positions; evaluation methods for assessing basic science programs; evaluation methods for assessing applied research and technology programs; developing "trendable" metrics to indicate progress towards goals; and making effective use of expert reviews to provide evidence and data for PART.  Section IV summarizes presentations by luncheon panelists from the European Union, Austria, Japan, Korea, and Brazil.  

Two appendices complete the Summary Report:  Appendix A shows the four sections of the PART worksheet and a worksheet for tracking follow-up actions.  Appendix B gives brief biographical profiles of the WREN workshop moderators and panelists.  

PowerPoint presentations were used by most of the workshop panelists.  With several exceptions, these visuals are not presented in this summary report.  They may be viewed at www.science.doe.gov/sc-5/wren/workshoppresentations.html.

I-4  Background on “PART”-- the Workshop Focus 

The PART is a questionnaire consisting of 25-30 Yes/NO questions, grouped in four sections with weights assigned to each question and each section.  The sections and their weights are (I) Program Purpose and Design (20%), (II) Strategic Planning (10%), (III) Program Management (20%), and (IV) Program Results (50%).  Agencies provide evidence and data in support of their responses to each question.  OMB examiners review the evidence and data, assign numerical scores ranging from 0 to 100, and grade Federal programs as “effective,” “moderately effective,” “adequate,” “ineffective,” or “results not demonstrated.” The results are made publicly available.  Exhibit 1 provides a condensed view of the R&D PART, and Appendix A reproduces it in its entirety.
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*Source:  Darryl Beschen’s PowerPoint presentation, Workshop Plenary Session IV.

According to OMB, the goal of PART is “to evaluate program performance, determine the causes for strong or weak performance, and take action to remedy deficiencies and achieve better results.”
 The OMB Director was quoted as saying that agencies will have to generate better performance data if they want their programs fully funded.  Further, according to OMB, “While the initiative is not the only driver in budget decisions, it [PART] will have a significant impact on funding.”
  “The ratings are intended to help administrative officials and Congress link budgets to program performance, as encouraged by the President’s Management Agenda.”
  OMB directed agencies to incorporate summaries of their completed PARTs into budget justifications sent to Congress.

Explaining the relationship between PART, put into effect by the Executive Branch, and the Government Performance and Results Act (GPRA), put into effect by Congress nearly a decade earlier, the former OMB Director said:

The challenge is putting results-oriented government into practice.  I am here today to tell you about the Program Assessment Rating Tool, or PART -- one practical way the Administration is making results matter.  … Over time, we will build toward rating all programs every year.  GPRA has not lived up to its legislative intent.  Nearly 10 years have passed since the Government Performance and Results Act (GPRA) was enacted. Agencies spend an inordinate amount of time preparing reports to comply with it, producing volumes of information of questionable value.  … A policy-maker would need to wade through reams of paper to find a few kernels of useful information.  Even with GPRA, accounting for performance when making budget decisions is unfortunately the exception, not the rule. The implementation of this important law has gone astray.  As a result, the Administration has decided to take GPRA in a new direction.  … Programs with strong performance will receive higher scores on the PART. Those found lacking will receive lower scores.   (Mitchell E. Daniels, Jr., former OMB Director, testifying before the House Subcommittee on Government Efficiency, Financial Management and Intergovernmental Relations and the House Subcommittee on Legislative and Budget Process, September 19, 2002.)
The PART evaluation process was begun in 2002, with the FY2003 budget, which included performance assessments for selected programs.  For the FY 2004 budget, PART was used to rate over 200 Federal programs.
  In the 2004 PART assessments, about half of the 234 programs assessed with PART were rated as “results not demonstrated.”  At the beginning of the FY2005 budget request, 40% of all Federal programs reportedly had been assessed with PART.  On February 2, 2004, the President announced the cutting of a number of programs selected “based on OMB evaluations and discussions with agency managers.”
  

It was recently reported that Congress has not yet used the PART assessment results to much extent.
  According to a just-released GAO report on PART, OMB will need to ensure that PART assessments are “credible” and “consistent.”
 OMB maintains that the PART process will “yield sound ratings.”
  The growing numbers of agencies that have had their programs assessed by OMB examiners using PART have reported mixed views.  Congress is currently considering new legislation to require regular performance reviews of federal programs, and OMB and Congress are having discussions about the form of that legislation.
  

II.  Plenary Sessions

II-1  Workshop Introduction 

Panelists:


Bill Valdez, Director, Office of Planning and Analysis, U.S. Department of Energy, Office of Science (DOE/SC)

Kathy Newcomer, Director, School of Public Policy and Public Administration, & Professor of Public Policy and Public Administration, George Washington University (GWU)

Panelist Bill Valdez, DOE/SC:  “Welcome to the Workshop”

Bill Valdez opened the session with an introduction to WREN, relating that it was born of the need of Federal agencies to do better in R&D evaluation.  He explained that the reason for the workshop’s focus on PART was that OMB is moving 20% of Federal programs into the PART system each year, such that all agencies either already were addressing PART, or were gearing up to deal with it.   A requested show of hands of participants who has thus far been “PARTed” revealed a response from about a third of the audience.  Mr. Valdez highlighted the opportunity the workshop provided for those who had not gone through the PART process to learn from those who had, and of those who had not faired well under the process to learn from those who had.  In this vein, he previewed the topics of the remaining plenary and breakout sessions, explaining how the sessions were designed to provide support to agencies in improving not only their responsiveness to PART but also their evaluative needs for internal program management.  He rearticulated a central goal of WREN and of the workshop—to foster well-evaluated and well-managed federal programs.  

Panelist Kathy Newcomer, GWU:  “Welcome to GW University”

Kathy Newcomer extended a warm welcome to all participants to the GW University.  Dr. Newcomer spoke briefly about related events hosted by the university, and described workshop logistics.  

II-2  Major Challenges to Successfully Using PART 

Synopsis:  Federal programs in increasing numbers have been assessed with the PART tool.  Program managers have insights about PART from first-hand experience.  Plenary Session 2 drew on the experience of four managers of public R&D programs to identify major strengths and challenges of PART as applied to their programs.  Identification of challenges is an essential first step to improving the use of PART.  

Moderator:  
Christopher Wye, Performance Based Management Practice Leader, Management Concepts, Inc.; former Director of the Center for Improving Government Performance, National Academy of Public Administration (NAPA)

Panelists: 

Howard Cantor, Senior Budget Officer, Office of Research and Development
U.S. Environmental Protection Agency (EPA)

Marie Colton, Director of Research and Applications, Office of Research and Applications, National Oceanic and Atmospheric Administration (NOAA)

Holly Degn, Program Analyst, Strategic Investments Division, Office of the Chief Financial Officer, (replacing Mr. David Schurr, Acting Chief, Strategic Planning and Analysis, Strategic Investments Division, Office of the Chief Financial Officer), National Aeronautical and Space Administration (NASA)
Cheryl Oros, Director, Planning and Accountability; Office of the Administrator, Cooperative State Research; Education, and Extension Service, Department of Agriculture (DOA) 

 Moderator Chris Wye, Management Concepts, Inc.: “Introduction”  

“I am a believer in PART,” said Chris Wye, kicking off the second plenary session.  He explained why he considered PART “the most important thing to come along in public program management for the last century,” stating that it makes the budget processes public, open, and systematic.  He concluded his introductory comment stating, “It is not perfect as a tool, but it is an astounding start.” 

Panelist Cheryl Oros, DOA:  “Experience with OMB PART”

Cheryl Oros, an experienced and professionally trained evaluator with the DOA, noted that PART had the positive effects of revitalizing evaluation within the agency and of fostering self assessment and planning for improvement.  She said PART led to the development of new assessment tools and measures of R&D progress.  PART had revitalized evaluation as a leadership tool within the agency, focusing attention on post-award management and using evaluation results for planning.  She touted the concept of a standardized review, by which all agency programs could be assessed in a similar manner, and the attendant impression of fairness.

Citing the General Accounting Office’s (GAO’s) definition of a program, Dr. Oros noted that under OMB’s PART implementation—due to “overwhelming workload,” OMB wants to call the entire agency a program.  In her view, “PART is designed for a simple program with a direct budget line,” not for application to a rollup of many programs.  She asked, “if [there is] one PART for all, how can a yes-no choice be made for multiple programs?” 

She called out multiple weaknesses of the PART process relating to the human factor.  “The OMB staff’s technical strengths are in budget, not evaluation,” she observed.  She noted a “low inter-rater reliability;” that examiners sometimes eliminate agency evidence or fail to use material provided; and that examiners sometimes reword agency answers in ways inconsistent with the agency’s intended meaning.

She noted confusion caused by the current multiple requirements for centralized reporting.  “We have green, red, yellow lights; 1-100% scores; inputs, outputs, outcomes; etc. – and what does it all mean?”  

Touching on a point that has been made by a number of PART critics, Dr. Oros called PART a “tool for political messages.”  She noted that programs in political favor are viewed as able to score higher, and pointed out the frustration of agencies that are scored lower due to factors beyond their control, such as a congressionally established non-competitive grant funding structure.  Her view was that using PART as a political tool has the effect of devaluing PART as a fair assessment tool.   

She noted the uncertain link between PART score and a program’s budget, noting that a high scoring program may not require more funding to achieve its mission, while a low scoring program may need more funding to achieve its mission.  She also saw as a weakness of PART its retrospective focus, and noted the frustration of program administrators who may lack funding for developing performance measures and data. 

Dr. Oros, like other users of PART, pointed to technical measurement concerns regarding PART.  She echoed a recurrent complaint that PART’s use of binary (yes-no) choices is too restrictive, particularly when multiple programs are assessed as one.  To this complaint, Dr. Oros pointed to the unjustified implied validity of using a rating system of 1-100%, leading the public to believe that low scores mean that programs are mismanaged.   

She noted that PART’s emphasis on annual measures may not well serve R&D programs, like forestry, where the yield in a given year is not reflective of the longer term yield.  She raised the concern that “a lack of annual progress may ruin funding for long-term effort.”  She also observed that PART requires a portfolio assessment approach—meta-analysis, and she pointed to her agency’s efforts to develop such an approach.  

Panelist Holly Degn, NASA:  “NASA Experience with Program Assessment Rating Tool”

Holly Degn, Program Analyst, described that NASA has been realigned into 18 budget themes, with each theme associated with a portfolio of projects, and performance measures linked to the 18 themes.  She related that PART had been applied at the theme level—18 PARTs for 18 budget themes, emphasizing that this correspondence provided a good interface that helped the process work well.  Also contributing to a successful PART experience, she noted, was a high level of coordination within NASA to make submissions consistent.  She spoke positively about the agency’s self assessment and dialogues with OMB examiners about the results.  She noted that drafting PARTs for the entire agency, rather than piecemeal, provided the “opportunity to develop common approaches to problems.” She also stated that NASA program managers viewed the PART process positively.

At the same time, Ms. Degn pointed out a number of challenges in using PART.  Like the preceding panelist, she noted the confusion arising from multiple reporting requirements of GPRA and PART.  “Examiners often wanted more detail for PART than they wanted to see in the GPRA performance plan,” she said.  

Again, like the preceding panelist, Ms. Degn pointed out that the implied level of accuracy of PART’s 1-100 scoring system is unrealistic and lacking in meaning.  She elaborated, noting that the agency’s management may spend substantial time trying to justify a change in the score of several points.  Meanwhile a change in examiners resulted in a change in score that gave the appearance that the agency had experienced a decline in effectiveness.  The conclusion is that large swings in point score may bear no relation to actual changes in program performance.  “What does a score of, say, 64 mean?” she asked.  She suggested that using a 5 or 10 point scale and grouping programs in categories would probably correspond more closely to the accuracy of PART.  She also made the observation that making real program improvements requires making real changes (that are not necessarily measured in the PART), not just improving PART paperwork or evidence.

Another challenge she identified concerned the difficulty faced by the R&D programs in attempting to answer PART questions dealing with spending efficiency.  The difficulty arises when efficiency measures are applied to basic research for which outcomes relative to the expenditure of resources are by definition not known in advance.  Ms. Degn noted the need for better models for the unique requirements of evaluating research programs.

She identified several other challenges that echoed the first panelist.  One was that points can be lost due to program aspects that are beyond the control of the program’s management, such as having an earmarked budget.  Another was the uncertain relationship between PART scoring and budgets received.

Ms. Degn indicated the agency’s disappointment that OMB, due to its high workload, does not want to evaluate all programs annually.  She attributed the disappointment to the desire of managers of dynamic R&D programs to have their PART scores reflect changes in a timely way.

Panelist Marie Colton, NOAA:  “Towards NOAA Performance-Budget Integration”

Marie Colton, a physical scientist and NOAA research manager, brought “front-line experience” from her recent contact with PART.  She related the establishment in NOAA in 2003 of a new Programming, Planning, and Integration Office and the formation of initial steps in implementing a system of “value-based performance measures for science.”  She said, “At the same time PART arrived, NOAA was undergoing a complete overhaul.”  This coincidence of internal agency overhaul and PART implementation created special stresses.

Dr. Colton identified six challenges associated with PART, which she also characterized as opportunities.  Like the preceding panelists, she talked about the difficulties of aligning PART with other assessment requirements.  In her view, instituting an organized and periodic review cycle around PART is both an opportunity and a challenge.

Characterizing the scoring as highly subjective, she noted the lack of normalization of PART scores for the size and type of program.  “There appear to be no norms for PART scoring of equivalent programs.” Using a dog-show analogy, she pointed out that different breeds in a show are measured against standards for that breed—unlike programs judged by PART.  Like the preceding two panelists, she noted the penalty scoring of programs, like marine fisheries, that have congressionally established earmarked budgets.   

She noted that the programs “live or die by their scores.”  Programs want to make sure there is public understanding of the scores.  Getting the “right performance measures” is extremely important to a program.  Arbitrary scoring is counterproductive.

Dr. Colton discussed the inconsistency of the types of performance measures favored by OMB examiners and those favored by science program managers.  The former she described as oriented towards monetary measures; the latter, towards “indicators of success using advanced mathematics and estimation theories.”  She also noted the need for analysis support of both the agency and the OMB.

Referring to the historical disconnect between agency goals and appropriation structures, which are “often idiosyncratic, evolving over generations, and rarely related to what agencies want to accomplish,” Dr. Colton saw as a challenge for PART, its use to overcome these disconnects.  At the same time, she noted that it is not clear that Congress uses the PART scores in their deliberations.

An unclear appeals process was another challenge of PART she noted, suggesting that clarification of an appeals process for PART scores would foster improved interactions between agency staff and OMB examiners.  In turn, she said, a clear, effective appeals process would foster agency buy-in to PART’s implementation.  Dr. Colton concluded that NOAA might be able to use PART to further its program management goals.  

Panelist Howard Cantor, EPA:  “Challenges to Using the PART; Research at EPA”

Howard Cantor, who began his work on performance measurement with the passage of GPRA, observed that PART, like GPRA, represents a cultural change.  “Before, we didn’t talk about it [performance measurement] the way we do now.  People in the field are beginning also to adopt the viewpoint.”

He identified three EPA research programs that are part of the FY 2005 PART process:  Particular Matter Research, Ecosystems Protection Research, and Pollution Prevention Research.  The nature of these programs led him to identify a first challenge of using PART:  the difficulty of trying to directly measure the connection between the research performed by these programs and the environmental and health outcomes.  Research into particular matter, for example, provides knowledge useful in understanding and addressing the environmental and health effects of pollution, but the effect is nonlinear and additional steps are required to realize the intended outcomes.  Noting the substantial weight of the results section in PART-scoring, Mr. Cantor urged that OMB not oversimplify outcomes measurement for research programs.  He offered an alternative approach, suggesting that the program communicate the logic of its research program, explaining how it contributes to broader agency outcomes, and use expert review to assess its success.  

Mr. Cantor shared the concern of other panelists about the lack of consistency among OMB examiners.  “Different examiners – different results,” he concluded.  

He contrasted the large evidential burden on an agency to get a “yes” answer versus the total lack of evidence required by the examiner to give a “no” answer.  And, recalling the large amount of evidence and data provided by EPA, he also noted that OMB examiners may be overwhelmed by the amount of evidence presented by the agencies. 

Like the previous panelists, Mr. Cantor called out PART’s requirement for efficiency measures as needing further guidance as applied to research.  He recommended further discussion of the issue in the larger research community and with OMB to decide what might comprise reasonable metrics.  He suggested WREN as a possible forum for the discussion of efficiency measures.

Wrap-up of Plenary Session 2 

Overview of Strength and Challenges Identified by Panelists:  While noting positive features, the four panelists, all with practical PART experience, identified a larger number of challenges in using PART.  The challenges they identified comprise the heart of the workshop, because they provide information needed for further analysis and possible improvement of PART.   

The main strengths that were identified centered on PART’s stimulation of evaluation and the concept of a standardized assessment across agencies.  Subsequent comments, however, suggested that the panelists did not feel the concept of standardization had been actualized in applications of PART to agencies.  Table 1, presented in the Executive Summary, summarizes the strengths of PART identified by the four panelists.

There was substantial agreement among the panelists as to the challenges of using PART, yet each panelist added unique perspectives.  Table 2, also presented in the Executive Summary, lists the identified challenges.  The challenges are categorized as pertaining either to a PART process issue (PI) or to a PART structure issue (SI).  This classification is helpful in deciding how to meet the challenge.
 

Questions and Answers:  Questions and comments from the audience centered on several points made by the panelists.  One question sought a clearer definition of the problem concerning efficiency measures for research.  A suggestion from the audience was that the efficiency metrics be moved out of the results section of PART and into its program management section.  Another question probed the issue of normalizing PART measures for the type and size of program assessed.  One participant asked panelists’ advice on how to make the PART process go better, to which the unequivocal answer was to have as much dialogue with OMB examiners as possible.  Another participant asked panelists if there had been any changes in their agencies in response to PART or GPRA, and each responded.  Mr. Cantor noted that EPA changed its whole budget structure as a result, and included annual goals in the budget.  Dr. Oros noted that DOA prepared two budgets this year because the Administration and Congress are not aligned on how they want to see the budget.  Dr. Colton responded that PART has meant “a wholesale change” for NOAA.  Ms. Degn responded that NASA, as a result of PART and the agency’s alignment with it, was able to use a single set of metrics for everything—OMB, Congress, and for internal program management.  Another participant noted that WREN provided a useful forum for talking about these issues.

Concluding Comments:  Moderator Wye in his summary comments emphasized his agreement that OMB should be required to give an explanation of its ratings.  He characterized this recommendation as “a great point.”  He commended the panelists for their thoughtfulness and candor.
II-3  Developing Appropriate and Effective Evidence and Data for PART and for Program Management

Synopsis:  At the core of each of the series of questions that comprise each of the four sections of PART is the need for agencies to provide evidence and data to back up their performance claims.  An area of uncertainty among the agencies is what kinds of evidence and data and how much will be considered appropriate and effective by OMB in assessing program performance.  The third plenary session focused on that issue.

Moderator: 

Michael Holland, Senior Policy Analyst, White House Office of Science and Technology Policy (OSTP)

Panelists:

Deborah Duran, GPRA Director, Office of Science Policy and Planning, National Institutes of Health (NIH)

Stephanie Shipman, Assistant Director, Applied Research and Methods Group, General Accounting Office (GAO) 

Christopher Wye, Performance Based Management Practice Leader, Management Concepts, Inc. 

Moderator Michael Holland, OSTP:  “Introduction”

Michael Holland, trained as a physical scientist, was an OMB examiner for DOE Science programs prior to going to OSTP.  His comments seemed emblematic of the stresses that appear sometimes to exist between OMB and agencies to which PART has been, or is about to be, applied.  He chided participants for being overly concerned with the scoring under PART, stating that it is the process that is significant, not the measurement; that the measures should provide information to guide improvements.  
Panelist Stephanie Shipman, GAO:  “Developing Appropriate and Effective Evidence and Data for PART”

Stephanie Shipman, trained in evaluation, over the past several years has directed studies of performance measurement and program evaluation activities at federal agencies.  Calling the workshop a “marvelous opportunity” to make improvements in these areas, she addressed the characteristics of effective evidence and data offered by agencies in support of their responses to PART.   Most critical, she said, are relevance, accuracy, and credibility.  

To identify what is relevant, administrators of federal programs, she said, should address their stakeholders’ key questions; information about the populations they serve; the size of the problem addressed; and how they are meeting objectives.  To achieve an acceptable level of accuracy, she stated that the evidence provided should be “reasonably free of bias”.  She recommended the GAO’s Evaluator’s Guide to Performance Measurement 
 as a useful reference for promoting accuracy in the evidence provided.  “You may know that it is accurate,” she said.  “But they need to believe that it is accurate.”  To provide evidence that is considered credible, Dr. Shipman recommended that agencies demonstrate that their measures are “important, objective, and a valid representation of performance.”  Emphasizing that objective need not mean quantitative, she recommended describing the logical processes by which a program achieves its goals.  

Turning from the characteristics of effective evidence to the ways of developing it, Dr. Shipman gave four key steps.  First, consult with OMB to find out what the examiners want to know.  She recommended that these consultations be conducted in parallel with consultations with other major stakeholders, such as congressional staff.  Second, keep the communication going in order to discuss the feasibility of different forms of evidence and to negotiate measures that are feasible, acceptable, and worth the investment.  Third, develop a strategic plan for data collection.  She urged all workshop participants to attend the breakout session on logic models, and to use logic models to identify the needed evidence and develop plans.  Fourth, effectively package information to answer questions—make sure that it not just “a stack of reports on their desks.”

Panelist Deborah Duran, NIH:  “Developing Appropriate & Effective Evidence and Data for PART”

Deborah Duran, trained in statistical analysis and research methodology, spoke of the need to develop improved measures of performance for science programs.  From a business evaluation standpoint, there is nothing wrong with the PART questions, she said.  PART is a straightforward program evaluation for results-oriented outputs.  The challenge is the PART application within the context of the various unique government organizations.  Global application of the same set of questions and inconsistent assessment of the information is where several existing problems have arisen for several agencies.

Any good evaluation is conducted within the context of the environment being assessed and scored with content knowledge.  Consequently, PART should be tailored to the mission and charge of the organization being assessed.  For instance, science can not be measured by a “results-oriented” business model approach for which PART was based.  The PART questions either need to change for science, or they need to be scored differently to fit the science model.  Science discoveries can not define outcomes within confirmed time frames for a specified cost. There are too many unknowns and risks involved.  It is often the adventure into the unknown that produces scientific results that can be translated into public health benefits.  To foster the brilliant minds in science to make discoveries, risk should be valued and appropriately weighted into the scoring.

In addition, the U.S. Government has a charge to take care of and address issues of all Americans.  In the case of NIH, it is important to research rare diseases that affect a few, as well as common diseases that affect many.  The measures and metrics for success must be kept within this context as well.

All who assess PART information need content and evaluation knowledge in order to understand and score program materials appropriately.  Without this knowledge, the process is placed at risk and agencies can be unfairly scored.  In addition, undue burden can be placed on agencies to provide evidence or justify information.  Also, it would be difficult to determine how ambitious performance goals really are in their related fields, such as the cure for Alzheimer’s or a cervical cancer vaccine. The ultimate anxiety fostered in this process is that misunderstanding could potentially be used to cut valuable programs.

PART is in its infancy.  As any new activity is developed and applied, there are many edges to smooth.  Currently, it is sometimes challenging to develop appropriate metrics because terms such as program, project, or operation are not clearly defined and used in the same way across the various agencies being PARTed.  Standardized definitions and criteria for systematic objective and fair assessments must be developed.  PART is evolving and should continue to progress toward achieving the true intent for which it was designed.  Everyone needs to assist this process.  It is not the responsibility of one person, one agency or one department, she observed.

To develop appropriate and effective evidence and data for PART, collaborate with the users of the information for assessment concept development, implementation strategies, and reporting systems with feedback for next steps.  Provide explanations of information provided that are in lay persons’ language, which may correct misperceptions of programs that could arise.  Be prepared to provide alternative valid approaches for measures, such as historical longitudinal benchmarking for traditional first position benchmarking.  Be prepared to explain and guide.  

To develop evidence about a science program’s performance, Dr. Duran recommended many of the current NIH practices such as the use of external reviews, peer-reviewed awards, peer-reviewed publications, program evaluations, annual progress reporting, scientific councils, and site visits.  Other tools, such as centralized data systems and systematic approaches to reporting, are always beneficial to leadership and decision-makers. 

Regardless of all of these efforts, science will continue to challenge the application of the PART process until metrics for science performance are defined.  Until these are developed, familiar but inappropriate models will continue to be applied to science.  Metrics are needed that would incorporate difficulty measures and would distinguish other scientific discovery elements that could differentiate, for example, between FEDEX deliveries and science discoveries related to the cure-for-cancer.  Appropriate efficiency and effective measures also need to be developed.  The same metrics just don’t apply.  It is the challenge of many to improve the PART process.

Panelist Chris Wye, Management Concepts, Inc.:  “Performance Measures”

Chris Wye began by acknowledging the difficulty of measuring outcomes, and by stressing the importance of trying.  He urged that program administrators initially articulate to OMB examiners their programs’ reasonable outcomes and how they would measure them if there were no barriers.  Then, he recommended, the program administrators and OMB examiners should negotiate actual measures as a compromise based on available resources.  “Get the data and tell the story,” he said.  The central message of PART is “provide more data.”  “But,” he reminded, “the measurement itself doesn’t tell the story; if you don’t tell it either no one will or someone will tell the wrong story.”

Mr. Wye observed that careful thinking had gone into the formulation of PART.  But he reminded the audience that OMB is a “human operation,” suggesting that agencies keep this in mind as they interface with examiners.  He also asserted that OMB has new staff trained in evaluation that will make future interactions go more smoothly.

Mr. Wye commented on a point several panelists had previously made:  recognizing, for example, that it is frustrating for programs when their non-competitive-grant programs fair poorly in PART assessments, when, after all, it was Congress, not the agency, that had established the funding structure.  He said that PART was pushing block-grant-formula programs to have performance measures.  In contrast, in the past, he said, “the prevailing view was to keep hands off these.”

He spoke of the great opportunity evaluation provides, pointing out the positive perspective that underlies evaluation--that is, that the world can be better.  He contrasted the current period in which evaluation is fostered and valued, with the early 1980s, which he characterized as an “anti-evaluation decade.”  In the spirit of fostering improved evaluation, Mr. Wye urged that the workshop results be shared with OMB.

Wrap-up of Plenary Session 3

Table 3, presented in the Executive Summary, summarizes key suggestions made by panelists toward developing effective and appropriate evidence.  In concluding the session, Dr. Holland urged agencies to develop robust data bases, from which they can pull answers needed to provide evidence for PART.  He also voiced the expectation that the second round of PART would go better than the first.

Questions and Answers:  Picking up on Dr. Holland’s comment about the second round of PART, a workshop participant asked the panel to “crystal ball” what will be different the second time around.  Mr. Wye responded that if OMB said the first time around that you need this data, and you don’t have it by the second time, something should happen.  Dr. Shipman noted the importance of the recommendation sheet, and asked, “Are people really going to follow through?”

II-4  How to Improve the PART and its Usefulness 

Synopsis:  Earlier sessions pointed to the revitalization of evaluation in public agencies served by PART.  They also identified a number of challenges which are impeding its success.  This fourth session discussed potential ways for meeting some of the identified challenges, though time did not permit complete coverage.    

Moderator:  

Cleve Pillifant, Management Concepts, Inc.

Panelists:

Michael Holland, Senior Policy Analyst, OSTP

Stephanie Shipman, Assistant Director, Applied Research and Methods Group, GAO 

Darrell Beschen, Senior Economist, DOE Office of Energy Efficiency and Renewable Energy DOE/EERE)


Moderator Cleve Pillifant, Management Concepts, Inc.:  “Introduction”

To kick off this session on how to improve PART, the moderator, Cleve Pillifant, reviewed the strengths, challenges, and issues identified in the preceding workshop sessions.  He distributed a sheet listing 43 points--some identifying PART challenges; some PART strengths; and others listing related comments and issues compiled from the second session.  To facilitate the diagnosis of where and what kind of changes are needed, Mr. Pillifant sorted the points into those that related to the structure of PART and those that related to the process by which PART is applied.  Tables 1 and 2 in the Executive Summary provide as summary of this list.  

Most of the identified challenges clearly pertain to the process by which PART is implemented, rather than to its structure.  Examples of identified process challenges are a lack of clarity and inconsistencies in defining a program, inconsistencies in assessments, and use of PART as a political tool.  Examples of structure challenges are PART’s overly restrictive use of binary Yes/No questions, use of a 100-point rating system implying an unwarranted level of accuracy, and requirements for efficiency measures that may not be appropriate for basic research programs.  Bringing forward the challenges and classifying them as process-based or structure-based set the stage for discussions of how to improve PART and its usefulness.

Mr. Pillifant offered several recommendations for improving accountability using PART.  He suggested that programs drive the budget; let the budget be mission directed rather than line driven.  He suggested that outcomes be expressed carefully in terms of what R&D can fairly be held accountable for delivering.  He noted the need to address the “annual urgency of OMB versus the longer reality of programs.”  He commented on the lack of consistency in the application of PART and the lack of an effective appeal process, suggesting that the appeal should be conducted outside of OMB.  He noted that the consistency problem is particularly acute in cross-agency comparisons where examiners differ.  He recommended that there be more training of examiners, more guidance, and more feedback to them.  

Panelist Michael Holland, OSTP:  “Improving the Utility of PART” 

Michael Holland began his comments on how to improve the utility of PART with a quote:  “Scientists already know the principles of good management as an application of the scientific method. In research, the cycle is ‘Hypothesize, Experiment, Analyze, Modify Hypothesis.’ In management, the cycle is ‘Plan, Do, Check, Change.’”  

Dr. Holland disagreed with the idea of having an external appeal, stating, “The PART is OMB putting its opinion of your program’s performance on paper.  Would an appeal change their opinion?”  He noted that “the desire to make PART comparable cannot be overriding, the fact is that government programs are different from one another.”  A comment from the audience noted that “PART should not drive elimination of differences among programs.”  

As background to the discussion, Dr. Holland reminded the audience of the mission of OMB:  “…leading the coordination of policy development…and for ensuring consistency, efficiency, and effectiveness in policy implementation.”  He urged program managers to “use PART to document your story about your program to your examiner.”  He reiterated that the PART assessment is between the programs and the examiner.  Suggesting that the agencies are making the PART more complicated than it is, he urged them to simplify and focus on indicators (that is, “pointers” that provide information useful for managing a program), not measures (that is, statistically valid numbers).  

Dr. Holland noted that if he could change anything it would be for PART to be easier, simpler, and helpful of the communication between OMB and the agency.  He, like several other speakers, suggested that logic modeling might be useful in developing a common understanding with the examiner.  

Panelist Stephanie Shipman, GAO:  “How to Improve the PART and its Usefulness”

Stephanie Shipman commented that even with improvements, the OMB examiners’ assessments will remain subjective, reflecting their views; that the problem is the focus on the total score, rather than the findings, and the fact that the assessment is characterized as an independent, objective review.  She said, “It is OMB’s tool.” She expressed the opinion that performance budgeting never will be a mechanical process; that budgeting will always be a political process of setting priorities that can be informed by program performance.  She noted, however, that some OMB analysts described the process as though it is mechanistic.  

In offering her views on how to improve PART, Dr. Shipman said that PART is most useful if it stimulates discussions of the findings and recommendations.  She urged agencies to discuss and negotiate what’s appropriate and feasible for performance reporting, and encouraged OMB to provide more guidance and standards, as well as more flexibility in their application of PART to reflect the diversity of program circumstances.  She also suggested that related programs be simultaneously assessed to improve the quality of comparisons made between them.    

Panelist Darrell Beschen, EERE/DOE:  “Research Program’s Application of Evaluation for PART and Program Management”

Darrell Beschen began by discussing the motivation for performance evaluation and measurement, saying, “In a day-to-day office world it helps you keep your eye on the prize.”  He used a shopping analogy to illustrate how decision makers make decisions:  “What products do you (the agencies) have for sale?  What will they do for the country?  When can I get them?  Are you on schedule?  How do I know I’ll get what you promised?” He used a seller’s perspective to illustrate how the agencies approach the same transaction:  “If you give me some funding, I’ll do some stuff with it, making some progress each year, until I produce a product which will provide the benefits you want.” 

Beschen’s presentation focused more on how an agency can improve its evaluation to meet the requirements of internal program management and PART, rather than on how to improve PART.  He reviewed the purposes served by evaluation and performance measurement, concluding that if done well the resulting story will cause decision makers to buy-in.  He described how DOE/EERE uses the results of its evaluation to assess the efficiency and effectiveness of its programs, to demonstrate progress, to advise program and portfolio management decisions, provide the means for continual improvement, and respond to external inquiries.  He also noted that as assessed by PART “half of federal programs have not shown results.”  

Mr. Beschen reviewed the impact on the agency first of GPRA and then of PART.  Prior to GPRA, and under activity-based budgeting, agencies, he said, focused on budget formulation and budget execution.  After GPRA, agencies increased their attention to planning and evaluation, in addition to budget formulation and budget execution.  Then, after PART, attention to performance-based systems, planning, and review moved from top managers further down into the organization, and the evaluation and measurement systems became more common across units.  Moreover, in his opinion, Congress and the Administration moved closer together in their performance requirements.

Mr. Beschen’s focus was on how to make the program’s story believable.  He recommended in the planning stage to script each link of the story and to provide performance measures to assess progress.  In the performance management stage, he recommended tracking progress against planned goals and assessing if they are meeting expectations.  In the evaluation stage, he recommended assessing why performance may be deviating from the plan, assessing how external factors may have changed and the implications of any changes, and assessing options for next phases.  In the analysis stage, he recommended that market analysis and technical and deployment analysis be conducted to identify future market needs, deployment pathways, and product performance, and impacts.  He emphasized the importance of a feedback loop back into planning.  

Noting the importance of developing and applying portfolio analysis for the various EERE programs, Mr. Beschen completed his presentation by discussing the path forward for EERE interactions with OMB.  He said that his organization would continue working with OMB to provide “more productive responses to external requirements.” 

Wrap-up of Plenary Session 4

An interactive discussion between the panelists and other workshop participants ensued.  Many of the points made earlier—both challenges identified and suggested remedies—were discussed further.  For example, the recommendation was reiterated that there be an effective PART appeals process established outside of OMB with an arbitrator.  It was noted that the most serious problem lies in cross-program comparisons, whereby the numerical scores are held out to the public as a cross-government, consistent assessment.  It was observed that as a result of the federal deficit, PART would likely be increasingly used as a tool to make choices.  It was also observed that PART has involved program managers much more than GPRA did.  

Advice was requested and given on how to best deal with the PART given its current structure and current process of implementation.  One tip was that program managers, who are scheduled to have PART applied for the first time, look for comparable programs that have already been subjected to PART, and learn from them.  Another tip was to call your examiner, sit down with him or her, and try to understand what he or she is thinking and what he or she wants.  Go to the OMB website and review the rules and definitions.  Start as early as possible.  

Several of the visitors from foreign countries made related observations.  Austria’s Klaus Zinöcker said that he was certain program managers in his country would not want PART brought to Austria.  Another mentioned that they already have many of the pieces of the PART in their system.  A third said just as they were in the process of introducing the U.S.’s GPRA system into their country, now there is PART to consider also.  

In face of the time constraints, the session could not address individually each of the identified challenges.  However, the identification of PART challenges and their classification either as Process Issues or Structure Issues in some cases pointed to the solution. 
II-5  Next Challenges for R&D Programs and for WREN 

Synopsis:  With this first workshop, WREN demonstrated its ability to convene the community of evaluators of public R&D programs and to address an evaluation issue of concern to its members.  WREN also recognized this accomplishment as a first step, to be followed by additional steps.  This final session, discussed trends in federal R&D funding, next steps for WREN, and future challenges for the evaluation of public R&D programs.  

Moderator:

Kathy Newcomer, Director, School of Public Policy and Public Administration, & Professor of Public Policy and Public Administration, George Washington University (GWU)

Panelists:

Bill Valdez, Director, Office of Planning and Analysis, DOE Office of Science (DOE/SC)

Paul Doremus, Director of Planning and Performance Evaluation, Program Office, National Institute of Standards and Technology (NIST) 
Nicholas Vonortas, Director, Center for International Science and Technology Policy, & Associate Professor, Department of Economics, George Washington University (GWU)

Moderator Kathy Newcomer of GWU:  “Introduction”

In introducing this final plenary session, Dr. Newcomer spoke of available resources through GWU for pursuing the issues raised in the workshop.  She called attention to a series of “brown bag” discussions on evaluation topics held at GWU, and expressed her program’s interest in helping to build a sustained capacity in the field.  She pointed to WREN as a valuable forum for improving evaluation methods and tools and their applications.  She noted that the workshop had already provided input to formulating WREN’s future agenda and that this session was open to additional ideas.

Panelist Paul Doremus, NIST:  “Coming Challenges for R&D Programs and for WREN”

To provide perspective for the audience in considering the future, Paul Doremus presented long-term R&D trends.  He pointed to several troubling developments in these trends:  a relative decline in federal R&D spending, a shift in risk profile toward shorter-term research objectives, and increasing globalization of R&D that is gradually equalizing national S&T assets and capabilities.  He noted that industrial research is more market-driven than ever, with attendant shorter-term research objectives.  Yet investment in the S&T infrastructure of the U.S. remains critical to efficiency of research and innovation.  With technology-based production remaining as the primary source of the nation’s competitive advantage, investment in the U.S. infrastructure is critical to the nation’s economic future.  


Having established the importance of federal investment in S&T, Mr. Doremus then pointed to the increasing uncertainty of the federal R&D budget.  These uncertainties come from the growth in entitlements and military spending that put pressure on discretionary spending.  They also arise out of a comparatively weak understanding of and advocacy for Federal S&T investments.  In other words, the critical role that these investments increasingly play in the nation’s economic future may be overlooked or ignored in the face of budgetary pressures.

With this backdrop, Mr. Doremus emphasized the ever increasing need for administrators of federal R&D to demonstrate the current and prospective value of their programs through evaluation.  He urged the audience to make the business case for funding and conducting research within the context of the national economy.  “There is more of a bright light being shone on the government R&D component,” he said, “and increasing pressures to make choices…to set priorities in the context of competing resource demands.”

Next he summarized the external demands for demonstrating the value and impact of federal R&D programs.  He noted that the GPRA is legislatively driven and has its primary focus on “a vital few outcome-oriented metrics.”  In contrast, the President’s Management Agenda, which gives rise to PART, is driven by the executive branch of government and has its primary focus on “good management practices, and proven results.”  

In concluding, Mr. Doremus identified four sets of issues for R&D programs and for WREN:  (1) issues in evaluating research outcomes, (2) issues in using evaluation results, (3) issues in making resource allocation choices, and (4) issues in communicating value of R&D programs.  

With respect to issues in evaluating research outcomes, Mr. Doremus, like several earlier panelists, spoke of the “intrinsic measurement challenges of measuring the productivity and efficiency of laboratory functions and of validating scientific and technical judgments.”  Here, he offered several insights of particular relevance to agency and program managers:  One point was that “qualitative evaluation tends to be most useful internally, but it tends not to be persuasive externally.”  Another point was that “an evaluative focus at the project level tends to be most useful for internal management, while a laboratory-wide focus is most useful for external oversight.

In discussing issues in using evaluation results, Mr. Doremus categorized them as concerning complexity, timing, and retrospective versus prospective results.  Again, like previous speakers, he emphasized that “R&D programs require complex evaluation systems, and asserted that there are no “vital few outcome-oriented metrics” that serve all programs well.  Timing issues arise, he said, because performance data are not synchronized with the budget cycle, and results appear over long time periods and are affected by many variables.  Issues concerning the use of results from retrospective studies arise because of the uncertainties of meaning that past results hold for future decisions.  On the other hand, prospective studies have their own uncertainties.

Regarding issues of resource allocation, Mr. Doremus said that we need better understanding and documentation of market failures that support the case for government funding of R&D.  He recommended compiling better national data on innovation and providing a better evaluation of innovation policy instruments.  It is important to explain clearly to the public why it should be willing to invest in R&D.

Issues in communicating the value of R&D programs, he said, include those that are systemic and those that are normative.  Multiple components of the national innovation system, interdependency of system components, long time frames, and diffuse benefits are systemic factors increasing the difficulty of communicating value.  Public attitudes towards scientific advancement and predisposition toward market-driven solutions are normative factors.

Panelist Bill Valdez, DOE/SC:  “Next Steps”

Bill Valdez began his presentation by noting two metrics signaling the relevance of the workshop’s theme:  (1) the willingness of workshop participants to come and to stay in the face of deteriorating weather conditions, and (2) the intense engagement of participants throughout the workshop. 

He announced planned follow-up actions for WREN, related activities and upcoming meetings, and informational sources.  The next WREN meeting, he announced, would discuss this post-workshop Summary Report.  The next focus would be on conveying the results of the workshop to OMB and obtaining OMB’s comments.
Mr. Valdez announced collaboration between WREN and the American Evaluation Association (AEA), and plans formulated at the November AEA meeting in Reno to form a World Research Evaluation Network (also WREN).  “WREN can foster centers for excellence in evaluation throughout the world,” he said.  The kickoff meeting will be held in the Brussels in June 2004, with the EU hosting the meeting.  He noted that the next AEA annual conference is scheduled for Atlanta in November 2004, and introduced Dr. Gretchen Jordan as the contact for AEA S&T-related sessions and information on a concurrent WREN meeting.
  In response to many inquires by workshop attendees regarding how they could find out about future events, Mr. Valdez announced that all attendees would automatically be added to the WREN membership list to receive informational updates.

The WREN website was prominently displayed throughout the session:  www.science.doe.gov/SC-5/WREN/index.html.  Mr. Valdez announced that development is underway on a more comprehensive WREN website that will include the following additional features:  an on-line discussion room; a calendar of events; an on-line interactive training module on evaluation; new evaluation methods, tools, and capabilities to enable better responses to PART; and relevant reports, studies, and best practices.  

Mr. Valdez discussed the possibility of establishing a focused research program under the auspices of WREN.  The research goals he proposed are a) evaluation of outcomes of federal basic research, focusing on the quality and use of knowledge; b) development of portfolio evaluation techniques useful for making resource decisions; and c) development of a business model for federal research—“There isn’t a good one,” he said. “We need a better one.” 

In the concluding section of his presentation, Mr. Valdez gave a preview of an extensive body of on-going research in evaluation sponsored by DOE/SC, which promises to enrich the discipline and, through the WREN forum, to give federal agencies new, more powerful tools of assessment.   His examples included a model of technology transfer, showing multiple paths through which DOE science feeds into commercial products and services; the use of patent portfolio analysis to show DOE’s contribution to the emergence of a new field in science; a systems dynamics model useful for assessing effects of management decisions; the use of data mining and data visualization tools to help manage DOE/SC’s vast portfolio of science projects; a model of competing R&D profiles that can help with portfolio funding decisions and improved management practices; and a DOE/SC-funded study analyzing “the Science Network.” 

Panelist Nicholas Vonortas, GWU, “WREN:  What’s Next?”

Nick Vonortas observed, “It will take both discussion and work to develop the new methods and applications needed to advance evaluative capabilities.” He urged that WREN maintain and expand the evaluator network in the U.S. and abroad, and that it hold regular meetings, “balanced among stakeholders.”  To go deeper into the subject matter, Dr. Vonortas suggested WREN consider establishing voluntary working groups with a leader and multiple sponsorships.  

Dr. Vonortas suggested construction of a “WREN Idea Compendium” – a list of issues that would be distributed broadly to the research community.  Examples of potential issues he identified included formulation of evaluation standards; moving R&D program evaluation further towards a “science” and away from “art;” and investigating the link between PART and GPRA.  He further suggested asking WREN members to identify what they consider to be the most pressing current issues in R&D evaluation.

Wrap-up of the Final Plenary Session 

An open discussion brought out several concerns of participants.  Travel budget constraints were identified as a potential obstacle to participation in WREN meetings.  Several comments dealt with the importance of keeping WREN participation as easy as possible.  It was suggested that participation in WREN might be enabled by providing real-time, on-line electronic links to meetings.  

Questions were raised regarding research sponsorship and potential limitations on research authorship and publication rights.  Would authorship of evaluation research sponsored under the auspices of WREN be WREN-authored or would the individual authorship of researchers be preserved?  The diversity of member organizations was another topic of discussion.  It was noted that member organizations differ in their missions, size, styles, levels of resources, capabilities to mount research efforts in evaluation, and ability to adopt and adapt new approaches, and, hence, that all members would not be able to make the same level of contribution to the field through WREN.   
III.  Interactive Breakout Sessions  
III-1  Using Logic Models to Provide Better Evidence and Data for PART and for Internal Management

Synopsis:  A Logic Model is a recommended starting point for planning a program and explaining how and why it is expected to produce the intended benefits.  It is a practical and useful analysis tool for ensuring and showing the correspondence among all elements of a program—mission, goals, resource inputs, mechanisms, activities, outputs, outcomes, and impacts—in a way helpful to answering PART questions.  This breakout session (designated A1/A2 in the workshop) provided an overview of constructing and using logic models, examples of logic models, and an exploration of agency experience in their use. 
Moderator: 

Gretchen Jordan, Principal Member of Technical Staff, Sandia National Laboratories

Panelists:

Dale Pahl, Assistant Laboratory Director for Research, Office of Research and Development, Environmental Protection Agency (EPA), presenting in Session A1
Jennifer Robbins (EPA), presenting in place of Dale Pahl in Session A2

Genevieve deAlmeida-Morris, NINR, National Institutes of Health (NIH)
Moderator and panelist Gretchen Jordan, Sandia National Laboratories:  “Developing and Using Logic Models for R&D Programs; A Step by Step Process”
Gretchen Jordan began the session by defining a logic model as “a diagram and text that describe the key logical (causal) relationships among program elements and the problem to be solved, thus defining measurements of success.”  Logic models can be used, she explained, to communicate a program, for planning evaluation, for strategic and operational planning, to design and improve a program, and to monitor program implementation.  The results of using logic models, she said, include a shared understanding of a program, how it works, and its intended results; cost-effective evaluation; better alignment and coordination among program elements; improved programs; and communication of progress and value to stakeholders.
 More recent forms of logic modeling, she related, take a systems view and set a program in its larger context, with an eye toward external influences that may affect a program.  Newer forms also may specify customers, strategic partners, and their actions and interactions; they may show the order of events and the timing of events.

Dr. Jordan next identified and discussed the following steps as comprising the “logic model process:” (1) collecting information from a program’s stakeholders; (2) defining the problem the program addresses and its context; (3) developing a tabular account of program elements, including resources, activities, outputs, customers, short-term outcomes, intermediate-term outcomes, and long-term outcomes—the how, who, what, and why of the program; (4) developing a diagram of logical relationships to make the causal chain explicit; and (5) verifying and updating as needed the program’s logic with stakeholders, ensuring that the right level of detail is provided for the intended audience.  After this process is completed, she said, the resulting logic model can be used to define key indicators of performance and to generate relevant evaluation questions.
Panelists Dale Pahl, EPA (Session A1) and Jennifer Robbins, EPA (Session A2):  “Using Logic Models to Strengthen Research Performance Management, Accountability, and Results”
Dale Pahl began by giving an overview of R&D at EPA and the agency’s efforts to develop “credible, relevant, and timely research results.”  He gave definitive examples demonstrating how logic models have helped communicate and manage EPA’s particulate-matter research program for developing national ambient air quality standards.  
An essential evaluation challenge for the program, he said, is to communicate the process by which EPA’s investments in environmental research help scientists understand complex environmental problems.  This research strengthens the scientific foundation for making environmental decisions, and, thereby, helps to achieve the agency’s strategic goals.  The program’s resources, research activities, and research outputs, he noted, are the elements of program design under direct control of research executives, managers, and scientists.  The program can also be held accountable for its outputs, for the effective transfer of the outputs to clients, and to a lesser extent for short-term outcomes.  As the outcomes move further out in time, EPA’s influence becomes more indirect; yet it is in the longer-term outcomes that improvements in human and environmental health that correspond to agencies goals will manifest if the program is successful.  Reflective of the time dimension, multi-year research plans and logic models are helpful in demonstrating the process by which environmental research contributes to the longer term goals, he explained.  These program elements are illustrated in figure III-1, which shows an overview of a logic model for EPA’s Particulate Matter Program. 

In addition to demonstrating the use of logic modeling, Mr. Pahl’s presentation illustrated the complexity of research and the need for care in selecting metrics to indicate program performance.  He described the problem addressed by airborne particulate matter, pointing to the linkage to cardiopulmonary health effects, elevated concentrations of other air pollutants, impairment of scenic vistas, and 
ecosystem stress and damage.  He established the seriousness of the wider

problem of air pollution on humans, stating that an estimated 50,000 people die prematurely each year and health costs increase by $40-50 billion each year as a result—about 10% of which is likely attributed to airborne particulate matter.  

He pointed to the past progress in reducing the impact of particulate-matter air pollution, resulting in “an enormous net financial benefit to the nation.”  The research program produces knowledge, models, methods, data, and tools that are transferred to those who are making decisions which depend on this information for advancement in environmental decision making.  Ultimately, but not immediately, the result is improved air quality, reduced exposure, and improved public health.  In 1997, he said, there were “no plausible biological mechanisms to explain the epidemiology.  Today, due to the research, there are.”  

Figure III-1
.
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Mr. Pahl’s presentation illustrated that the paths from research outputs to ultimate outcomes are often complex and time dependent.  And, because of the complexity and time delay, using overly simplistic metrics and time horizons that are too short will fail to assess adequately the success and value of public R&D programs.  The application of logic models can help avoid these pitfalls by better communicating how a program works and making clear what the program fairly can and cannot be held accountable for achieving in different time periods. 
III-2  Planning and Implementing an Improved Evidence and Data Collection Plan

Synopsis:  Each answer to the PART questions must be backed up with appropriate and effective evidence and data in order to be considered compelling.  Indicative of the problem many agencies are having with this requirement is the following conclusion of a recent GAO report, “Limited credible evidence on results … constrained OMB’s ability to rate program effectiveness, as evidenced by the almost 50 percent of programs rated ‘results not demonstrated.’”
  This breakout session (designated B1/B2) extended plenary session 3 to provide a forum on strategies to improve evidence and data collection plans—essential to improving PART scores.  
Moderator:  

Denise Wells, former Director, Center for Accountability and Performance, American Society of Public Administration (ASPA)

 Panelists:

Christine Chalk, Program Analyst, Office of Planning and Analysis, Office of Science, Department of Energy (DOE/SC)

Herb Schlickenmaier, Team Lead for Programs and Policy Integration, Headquarters Office of Aerospace Technology, National Aeronautics and Space Administration (NASA)
Stephanie Shipman, Assistant Director, Applied Research and Methodology Group, General Accounting Office (GAO)
Moderator Denise Wells, formerly of ASPA:  “Introduction”

Denise Wells set the stage for the topic, raising a number of questions for the panelists.  What kinds of evidence/data should the agencies/programs collect?  When and how should they gather evidence/data over time?  What has been their experience regarding specific difficulties, and how have they overcome them?
Panelist Christine Chalk, DOE/SC:  “Experience with the R&D PART”
Christine Chalk began by showing PART scores for six DOE/SC programs for FY04, emphasizing that each received the rating “results not demonstrated.” She then showed the dramatic improvements in the results scores for FY05.  This background set the stage for her following recommended “keys to success:” 
· Get your office involved in the process in order to get your program PARTed correctly

· Partner with your OMB examiner if you wish to improve your scores

· Get agreement with your OMB examiner as to best practices for each questions and adopt them to the extent feasible

· Present your PART answers in clear, well organized, well documented form, easy for the OMB examiner to use.

While it is usually impossible to provide proof that you are funding the right projects at the right levels, Ms. Chalk explained, it is possible to discuss the processes and practices that have been applied and followed.  She then gave examples of best practices for using various review processes for assessing projects, programs, and portfolios in terms of their quality, relevance, and performance.  

Emphasizing the subjective element of PART scoring, Ms. Chalk urged program managers to check with their examiners before proceeding with program evidence and documentation.  Also she suggested that managers review the GAO audit of FY04 PART and look to best practices used by other R&D agencies to help refine one’s evidence and documentation.  “Negotiate a plan for assessing progress and results,” she advised.  
In addition to interfacing with their examiner as soon as possible, she advised that program administrators get their senior and mid-level managers involved in the development of program performance measures early on.  It may also be helpful to involve the program’s larger research community in the discussion. 
Ms. Chalk closed with advice on documenting evidence and data.  She described how program management reviewed with its OMB examiner the program’s documentation binders—one binder containing public documents; the other, confidential documents.  Binder contents included such items as source documents, examples, program files, review reports, travel records, and guidelines.
Panelist Herb Schlickenmaier, NASA:  “Meeting the OMB PART Challenge”

Herb Schlickenmaier introduced his talk with background on NASA’s vision, mission, goals, and strategic themes.  He noted the slogan of his program: “Managing the right program and managing the program right.”  
To show program performance, Mr. Schlickenmaier advocated the maintenance of “a set of high priority, multi-year R&D objectives with annual performance measures and milestones that show how one or more outcomes will be reached.”  To indicate program quality—i.e., that programs are state-of-the-art, he noted that OMB and OSTP encourage agencies to provide the means for benchmarking their programs internationally or across agencies.  To signal program relevance, he said that it is necessary periodically to reassess the program’s relevance to the nation, to fields of science and technology, and to the program’s “customers.”  
Regarding when and how to gather evidence and data, Mr. Schlickenmaier noted that the level of effort should correspond to the size of the investment, to the potential outcome, and to the sources of information.  He noted that variously data may be appropriately collected weekly, monthly, yearly, and triennially, providing examples of each.  
Panelist Stephanie Shipman, GAO:  “Planning and Implementing an Improved Evidence Plan”

Stephanie Shipman quickly focused her talk on what data to collect, and when and how to gather data.  She advised program managers to concentrate on collecting data that answer important questions.  She advised the collection of multiple measures.  Some measures should be directed at demonstrating the quality of a program’s project initiation process.  Other measures should indicate the economy and efficiency with which the agency and researchers implement the program.  Still other measures should show program results.
Dr. Shipman also discussed the multiple time dimensions that must be considered in documenting accomplishments.  In developing a plan to compile evidence and data, it is important to remember that different measures are needed to document short-term performance, intermediate performance, and long-term performance.  In this regard, Dr. Shipman noted the importance of matching the schedules for collecting and reporting data to the intended use of the data.  Developing a routine reporting schedule will help, and well as periodic review of quality.  Risk assessment is another element that will need to be addressed.  She spoke of the value of obtaining external evaluation evidence and data from knowledgeable, objective peers and customers.
III-3  Planning, Conducting, and Using the Results of Evaluation Studies as PART Evidence and Data and for Program Management—Focus on Basic Research Programs
Synopsis:  Basic research programs offer special challenges for evaluation.  This session (designated C1/C2) focused on evaluation methods which traditionally have been successfully applied to basic research programs, such as expert review, traditional bibliometrics, and case study, as well as emerging methods, such as special metrics for science programs and innovative bibliometric methods.  An emphasis was on the use of methods to better reflect the complexities of high-risk research leading to discontinuous, rather than incremental scientific advances.    
Moderator:
Nicholas Vonortas, Director, Center for International Science and Technology Policy, & Associate Professor, Department of Economics, George Washington University (GWU)

Panelists:

Bob Vallario, Office of Planning and Analysis, Office of Science, Department of Energy (DOE/SC)

George Gamota, Consultant, S&T Management Associates 

Craig Robinson, Senior Advisor, BFA/BD, National Science Foundation (NSF)
Moderator Nicholas Vonortas, GWU:  “Introduction”

Nick Vonortas set the stage by posing a number of questions to the panelists.  What evaluation methods are they using to document the accomplishments of their basic research programs, and with what results?  How are they using the methods for PART and for program management?  What kind of difficulties have they encountered, and how have they responded? 
Panelist Bob Vallario, DOE/SC:  “Planning and Prospective Evaluations”
Bob Vallario reviewed the multiple dimensions of DOE/SC’s mission as background to discussing the challenges of planning and evaluation.  Noting that knowledge creation and dissemination are core missions, Mr. Vallario raised several related fundamental questions for evaluation:  “How do you characterize and attribute value to the creation of new knowledge?  How do you trace the broad diffusion of scientific knowledge?  How do you gauge the impacts of diffused knowledge on downstream outcomes, when there are usually many other contributing factors?”  
Evaluation of basic research, Mr. Vallario noted, is most successful as it relates to the process and outputs of science.  And, expert review, he said, is the cornerstone for evaluating the process and outputs of science programs.  In contrast, he noted, it is more difficult to evaluate the outcomes and benefits of science.  For this reason, he said, “We select parts of the story to examine in detail, and rely on indicators.”  
Mr. Vallario listed established, as well as new and evolving evaluation methods that may be applied to basic science programs, and illustrated the use of several of the methods.  Table III-1 summarizes these methods, with several forms of review grouped at the top.  
Mr. Vallario described DOE/SC’s efforts towards achieving seamless connections among planning, budget, and evaluation processes, and how the organization’s PART scores reflect the improvements.  He pointed to DOE/SC’s draft Strategic Plan and a related document, Facilities for the Future of Science; A Twenty-Year Outlook, as illustrative of successfully making these connections. 
Table III-1  Evaluation Methods for Basic Research Programs

	Review Approaches


	     Peer Review of grants, research programs, and facilities


	     Cost, schedule, technical scope, and management reviews of major facilities  
      

	     Advisory Committee review of facilities and programs


	     Committee of Visitors review of science management


	External assessments of programs, e.g., by the National Research Council (may employ a mixture of methods)


	Customer surveys and related metrics


	Case studies


	Annual highlights – success stories


	Tracking indicator metrics, e.g., publications


	Benchmarking 


	Bibliometric analyses—citation analysis, data mining, & visualization tools


	Foresighting


	Options theory


	Network analysis


	Innovative S&T metrics


	Mission mapping


	Outcome mapping


	Portfolio analyses



Panelist George Gamota, S&T Management Associates:  “Toward a Science-based Framework for Developing Science Metrics”

George Gamota added depth to one of the evolving methods noted by the previous speaker:  innovative S&T metrics.  Under contract to DOE/SC, Dr. Gamota, a physical scientist, worked jointly with economist Dr. Irwin Feller to develop new metrics more suitable for a science program.  
Not only does DOE/SC support fundamental research, he explained, it also provides costly specialized national research laboratories and user facilities with long gestation periods of 10-30 years for design, construction, data collection, and analysis.  An example is the next linear collider with a cost of $6 billion, and a major role in the future international leadership of high energy physics.  

Indicating the difficulty of establishing funding priorities in science, Dr. Gamota cited D. Allan Bromley’s paper, “What criteria should be used to establish funding priorities.
  In discussing the relationship between prospective and retrospective decisions, Dr. Gamota said, “Assessments of previous research trajectories, research strategies and organizational competencies ‘inform’ but do not ‘determine’ new priorities.  New decisions on science objectives, however, determine characteristics of future S&T metrics.”
Science leading to discontinuous change, he termed “revolutionary science,” and science leading to incremental change, he termed “routine science.”  A different set of performance metrics is needed, he explained, to track the pursuit of revolutionary science--with its higher risk but higher payoff potential--than to track the pursuit of routine science.  Conventional metrics are suitable for assessing incremental advances, but less suitable for discontinuous advances. 
Drs. Gamota and Feller focused on the following four S&T indicator categories:  (1) knowledge generation, (2) infrastructure, (3) human capital, and (4) network relationships.  The traditional metrics for the first indicator category, knowledge generation, he said, were traditional bibliometrics, significant scientific discoveries, leadership in solving scientific problems, scientific awards and honors for researchers, patents, and patent citations to research publications.  Then he offered expanded metrics for knowledge generation, as shown in Table III-2, intended to better capture the discontinuous advances of revolutionary science.
“Scientific advances have interlocking impacts that extend beyond the purposes and set of users initially intended for this knowledge,” he said.  That is, there is a “knowledge multiplier”—in effect, a “knowledge powerball.” This concept of knowledge multiplier needs to be reflected in S&T metrics.  There is a need for comprehensive, multiple measures of outcomes, he said; a need for multiple methodologies; a need to search for impacts beyond the directly affected users; a need to continue searching for impacts even if few impacts are found in a given area; and a need for a longitudinal perspective.  

Table III-2.  Expanded Metrics for Knowledge Generation

	Transformation of modes of scientific inquiry in cognate fields

	Creation of new scientific fields

	Creation of new academic disciplines

	Creation of new journals/associations

	Writing and rewriting of authoritative texts

	Creation of new industrial R&D thrusts


Panelist Craig Robinson, NSF:  “Using the Results of Evaluation Studies as PART Evidence and for Program Management”

Craig Robinson drew from his NSF experience to identify challenges in evaluating basic research.  Among the challenges he identified were that results may follow years after the research; that cause and effect are difficult to prove; and that there is a risk of losing emphasis on cutting-edge research.  He then presented an overview of NSF’s principal evaluation and assessment groups, including its Science Directorate Advisory Committees, Committees of Visitors,  GPRA Advisory Committee, and Award Oversight.  He explained that NSF’s assessment is managed on different levels, including the individual level, the operational level, and the strategic level.
Dr. Robinson focused first on the strengths and weaknesses for PART of NSF’s Committees of Visitors (COVs) reviews.  The COVs look at the quality of process and results of all NSF programs every three years and issue reports.
 The strengths for PART are that the COVs review process and results at the program level; the evaluations are independent; and the reviews provide critical input for program management and they hold managers accountable.  The weaknesses for PART are that the programs as defined and addressed by COVs are not aligned with those defined by PART; and COVs are not aligned with PART in terms of time schedule.  This is because the COVs take 3 years to cover all programs.  He gave an example of how the qualitative assessment by external experts provide metrics used in PART reporting.
Dr. Robinson then turned to another source of evaluation metrics for PART and GPRA.  He reported how the GPRA Advisory Committee provides an annual qualitative assessment of the science portfolio, evaluating progress towards the strategic outcome goals using indicators and addressing quality and relevance.  Strengths for PART of the GPRA Advisory Committee assessments, he said, are that they cover the entire portfolio; the judgments are by independent experts; and that they address outcomes.  Weaknesses for PART, he said, are the large effort required of committee members; the limited quantitative data available; and the fact that input by program management at the program level is limited.  He illustrated how GPRA Committee findings are used to provide metrics for PART.  

Next he discussed Merit Review, whereby external reviewers assess grant proposals for their intellectual merit and broader impacts.  The strengths of these reviews for PART, he said, are that they demonstrate a competitive awards process; judgments are by independent experts; and merit review represents best practice.  He could think of no weaknesses of these reviews for PART.  He illustrated how Merit Review findings are used to support answers to PART questions.
Dr. Robinson concluded by discussing how NSF aggregated its programs for PART assessments in FY 04 and FY 05.  For FY 05, he noted that NSF developed 11 major program areas, three of which are to be evaluated.  He showed what he called the “NSF Investment model” which takes essentially a logic-model structure.
III-4 Planning, Conducting, and Using the Results of Evaluation Studies as PART Evidence and Data and for Program Management—Focus on Applied Research and Technology Programs

Synopsis:  The closer a research program is to the market, generally the more feasible it becomes to use economic evaluation methods to estimate at least a portion of program benefits.  Yet, applied research and technology programs share many of the evaluative difficulties of basic research programs in that the research may lead to revolutionary, discontinuous scientific advances, entail long time lags between the research and outcomes, and result in diverse, difficult-to-measure effects.  This session (designated D1/D2) show-cased the evaluation experience of two public programs and a contractor who has performed a variety of evaluation studies for applied research and technology programs; it demonstrated how study results are used to answer PART questions.
Moderator:  Carl Metzger, Director, Government Results Center 

Panelists:

Stephanie Shipp, Director, Economic Assessment Office, Advanced Technology Program, National Institute of Standards and Technology (NIST/ATP)
Darrell Beschen, Chief Economist, Office of Energy Efficiency and Renewable Energy, U.S. Department of Energy (DOE/EERE)
Thomas Pelsoci, President, Delta Research Company 

Moderator Carl Metzger, Government Results Center “Introduction”

Carl Metzger kicked off the session, introducing the panelists and posing a series of questions.  What evaluation methods work best for applied research and technology programs?  Why?  How are the agencies using the results of their evaluation studies as evidence and data for PART and for program management?  What difficulties have they faced and how have they responded?  What are the strengths, weaknesses, and challenges of using evaluation results in support of applied research and technology programs?
Panelist Stephanie Shipp, NIST/ATP:  “The Advanced Technology Program--Evaluation Results for PART and Program Management”

Stephanie Shipp shared the experience of a program with 14 years of experience in innovation and evaluation.  ATP, she explained, has used multiple approaches to evaluation, adhering to the principal of matching the most appropriate evaluation method to the purpose.  
Dr. Shipp gave an overview of the various components of ATP’s evaluation program and the evaluation methods it uses.  This overview also provided insight as to how the methods are used.  She began by describing ATP’s use of statistics to develop in-depth profiles of its applicants, funded projects, participating organizations, and technologies under development.  Next she explained that ATP’s project teams monitor the performance of all funded projects in real time.  A third component of ATP’s evaluation, she said, is its systematic reporting databases which collect data from participating companies and other organizations on a regular basis for each project, at the beginning, during, at the end, and in the post-project period.  Additional broader surveys include control groups.  Progress measures are derived from the survey data, from ATP’s reporting system, and from other databases.  
Another component of ATP’s evaluation program, she explained, are “status reports”--brief case studies with uniform data collection--conducted for all completed projects.  In addition, in-depth economic case studies are used to compute private, social, and public returns on project investment.  Statistical and econometric analyses are used to help demonstrate that observed impacts are attributable to ATP.  Comparisons are made with counterpart programs abroad.  
Results from the studies, Dr. Shipp explained are used by ATP in PART assessments to provide evidence that ATP is meeting its multi-part mission.  Results are also used for program management.  As a consequence, there has been continuous improvement in the program, she said.  
Dr. Shipp then reviewed some of ATP’s best practices in evaluation.  One point was that resources are made available by ATP for evaluation, indicative of higher management’s support.  A second point was that outside experts are used to increase credibility and capability.  A third point was that evaluation is not limited to successful projects, but also is extended to the investigation of unsuccessful projects.  A fourth point was that extensive attention is given both to designing improved performance metrics and to using them.  A fifth point was that results are communicated with different audiences in mind.
Acknowledging difficulties, Dr. Shipp discussed what they are and ATP’s response.  The program has dealt with measurement difficulties, she said, by improving measurement methods and capability.  Measurement difficulties have included problems in measuring spillovers, outcomes, social rates of return, and showing attribution to the program for a part of the returns.  It has dealt with stakeholder confusion over complex evaluation results by promoting greater clarity through the use of fact sheets, executive summaries, and other communication tools.  ATP is working to overcome communication difficulties by tailoring presentation of results to different audiences, including policy makers, economists/evaluators, and management, she said.  
Dr. Shipp completed her presentation by giving examples of how various ATP evaluation studies have been used as evidence for each of the four sections of PART.  Drawing from a recent report on the first decade of ATP’s evaluation,
 she showed the richness of evidence supporting both ATP’s underlying program theory and its impacts.  She cited a study by Harvard University supporting the fact that ATP’s funding of high-risk, high-spillover technology is not adequately addressed by venture capitalists.
  This result was used by ATP in addressing a question in PART’s first section on program relevance.
  

In another example, Dr. Shipp showed how ATP’s status reports on completed projects and derived 0-4 star performance ratings were useful for providing portfolio, as well, as project-level evidence and data in the fourth section of PART dealing with results.
  Knowledge creation and dissemination—factors that go into the star ratings—are further illustrated by patent trees that show the citation of project patents by others, and, hence, are indicative of the extent of a project’s knowledge dissemination or “knowledge spillovers.”  Figure III-2 shows a patent tree for one of ATP’s projects.
Dr. Shipp gave an example of results from a major ATP survey of ATP applicants, including those who received awards and those who did not.  These results, she said, are useful in providing evidence for PART’s sections I, III, and IV.   Among the survey findings she presented were results on what happened to non-funded projects.  About 40% were not pursued at all without ATP; another 40% were pursued at a slower pace and on a smaller scale—most on a much smaller scale without ATP.  

Figure III-2.  Patent Tree Example Indicating Knowledge Spillovers
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Source:  Stephanie Shipp’s workshop PowerPoint presentation.
Continuing her examples of how ATP performs and uses different types of evaluation studies, Dr. Shipp related that ATP has used benefit-cost case studies extensively to develop quantitative estimates of impacts of ATP-funded projects.  As an example, she presented a benefit-cost case study of new technology with applications in digital mammography and radiography.
  Next she aggregated net social benefits across just eight ATP projects to show that the estimated program benefits of a few project far exceed entire program costs.  
Dr. Shipp concluded her presentation with an impressive listing of ATP evaluation studies and conference papers published in 2003 alone.  This body of work provides a valuable resource in R&D evaluation not only for ATP but for the rest of the R&D and evaluation communities.  [The listing of references may be found in Dr. Shipp’s last slides posted at WREN’s website.]
Panelist Darrell Beschen, DOE/EERE:  “Research Program’s Application of Evaluation for PART and Program Management”

“Evaluation tools are integral to a successful PART,” began Darrell Beschen.  And, further, he said, “what you don’t plan, assess, and measure is unlikely to get done.” 
Mr. Beschen reviewed the application of DOE/EERE’s performance measurement process to accomplish five objectives:  (1) to assess efficiency and effectiveness; (2) to demonstrate goals, progress, and results; (3) advise management decisions; (4) drive continual improvement; and (5) respond to external inquiries and reporting requirements.  
The types of evaluation emphasized by DOE/EERE, he noted, are peer view, annual evaluations and associated measurement, multi-year evaluations, and market impact assessment.  He discussed the role of evaluation in addressing the criteria of the OMB R&D investment Criteria Scorecard.  For example, assessments of market barriers and of public benefits help to assess program relevance.  

Mr. Beschen illustrated the use of trendable indicators to compare actual results against planned performance.  Using coal price projections from 1991 through 1999, he also illustrated the value of periodic updating of key projections, and of comparing the updates against past projections.  Market analysis, he said, is the basis for aligning programs with need.  Technical analysis is the basis for successful program performance.  Analysis, he emphasized, is the tool that helps make the process work--whereby program resources are used to fund key activities, which achieve targeted milestones, which in turn lead to useful outputs, and which in the longer run yield desired outcomes.  
It is advisable, he said, to track performance according to multiple time schedules.  Quarterly tracking helps to ensure that you are making the necessary progress to meet annual targets.  Annual tracking is needed to determine if you met your annual targets.  Multi-year tracking provides checks of progress against critical stage-gate milestones.  End-point performance assessment allows you to determine if you got the output you expected.  

Mr. Beschen presented a framework for assessing DOE benefits developed by a National Academy of Science study.  The framework categorizes benefits as economic, environmental, security/reliability, and knowledge.  The framework provides for each of these four types of benefits to be examined in terms of three time perspectives:  (1) retrospective, i.e., those benefits already realized; (2) prospective, i.e., benefits expected to be realized in the future; and (3) option, i.e., addressing benefits that might result under alternative scenarios.  The framework is presented as a matrix.
 
The next step for DOE/EERE’s evaluation tool development, according to Mr. Beschen, is to develop tools for portfolio analysis.  The need is to account for interactions among programs; better to relate costs, benefits, risks, and timeframes; and to develop a better handle on how to approach the making of “big bets,” including how to develop and assess various hedges that must by necessity be made in the face of uncertainty.   

Bubble charts, he said, are a useful and flexible aid for comparing different programs.  They are helpful, he said, to quantify and bound uncertainty, and to look at payoff potential against the risks.  

The path forward according to Mr. Beschen is to continue working with OMB to develop more productive responses to external requirements; to develop an integrated evaluation framework; to work interpedently with the R&D community to develop better systems; and to form an informal working group to help make PART more effective.  He closed with a “key challenges” list for PART which mirrored most of those identified in the plenary session and reported in Table 2 [See the Executive Summary].  
Panelist Thomas Pelsoci, Delta Research Co.:  “Conducting Evaluation Studies for Applied Research and Technology Programs from a Contractor’s Perspective”

Tom Pelsoci spoke about evaluation from an external evaluator’s perspective, drawing on his experience of conducing evaluative studies for a variety of federal programs.  From that perspective, he provided practical advice about designing and implementing case studies.  
To facilitate compliance with PART, he said, it is important to maintain transparency in identifying and documenting the investment, the outcomes, and benefits.  “Transparency is critical to acceptance of the results.”  One aspect of maintaining transparency is to avoid obscuring the relevance of the subject’s technology to the agency’s mission.  
The first dimension of a study, he said, is determining the level of analysis.  A program may require a high-level overview study that focuses on average performance of all projects in a program.  Such a study might report, for example, on the percentage of projects on target and the percentage lagging desired performance.  In contrast, a detailed case study may be needed that provides substantial detail of a single project.  At another level, focusing on clusters of related projects may provide the opportunity to extend detailed case-study analysis across a larger part of a program’s investment.  Cluster analysis is an approach that allows the analyst to preserve a high level of transparency and confidence in a study while extending beyond a single project case, he explained.
The second dimension of a study, according to Dr. Pelsoci, is the evaluation timeframe.  “Uncertainty surrounds all early stage S&T investments,” he said.  “It is important to know where we are in order to correctly gauge levels of uncertainly.”  Overview studies tend to be retrospective.  Individual case studies tend to bridge across the retrospective and prospective, often having elements of both. 
Dr. Pelsoci then presented examples from his work.  These examples illustrated the three levels of study:  (1) overview study, (2) detailed case study, and (3) cluster study.  He emphasized the cluster study approach because it is generally less well known and less practiced that the overview and the detail case study, and potentially quite valuable.  
His first example was a fully retrospective overview study that estimated economic benefits from satellite-based observing systems for the Great Lakes.  The work was co-funded by the Office of Naval Research, NOAA, USGS, and others.  He identified the types of resulting benefits, such as improved electric utility planning, enhanced recreational boating and fishing, and enhanced search and rescue, gave the estimated annual dollar value of each type of benefit, and also gave total estimated benefits.  Fully retrospective studies, he noted later in his presentation, have their own challenges because of the typically long time interval from investment to benefits.  The passage of time negatively affects the availability of information about past events and obscures the impact of the government investment.
Dr. Pelsoci’s second example was a detailed case study that was fully prospective.  The study developed performance metrics for a new Department of Defense Telemedicine program.  
His third example, a cluster study, was retrospective as far as the technology outcomes were concerned, but was prospective in terms of outcomes and estimated economic benefits.  The study, funded by ATP, analyzed a set of composite manufacturing technologies with application in the automotive, petroleum, and civil infrastructure industries.  ATP had funded 22 projects in the technology area, 15 of which completed.  The study selected five projects thought to have the greatest potential for commercial success.  It then compared the benefits from just two of the projects against ATP’s investment in the entire technology area, finding the benefits to be 18 times larger than total costs.  Dr. Pelsoci concluded that “not unlike industrial R&D, about 10% of project investments generates the lion’s share of currently estimated benefits.”  The cluster study, in his experience, represents a useful progression from the detailed case study.  
III-5  Using Indicator Metrics to Provide Evidence and Data for PART and for Improved Management

Synopsis: Effective indicator metrics are essential to an agency’s ability to track program progress and provide required evidence and data for PART that the program is making progress annually toward its longer-term goals.  To develop effective indicator metrics requires a well planned, systematic effort.  This session (designated E1/E2) featured four experienced evaluators with extensive experience developing and using indicator metrics to demonstrate progress of their programs over time. 
Moderator:

Paul Doremus, Director of Planning and Performance Evaluation, Program Office, National Institute of Standards and Technology (NIST)
Panelists:

Jeanne Powell, Senior Economist, Economic Assessment Office, Advanced Technology Program, National Institute of Standards and Technology (NIST/ATP)
Deborah Duran, GPRA Director, Office of Science Policy and Planning, National Institutes of Health (NIH)
Bhavya Lal, Senior Associate and Director, Center for Science and Technology Policy Studies. Abt Associates Inc.  [The summary of Ms. Lal’s presentation is not yet available.]
Moderator Paul Doremus, NIST:  “Introduction”

Paul Doremus drew on his considerable experience working with trendable indicators for NIST to introduce the topic.  Indicator metrics, he explained, are an important component of program management and are extensively used for external reporting.  
Panelist Jeanne Powell, NIST/ATP:  “ATP’s Use of Systematic Data Collection for Performance Indicators”

Jeanne Powell related that ATP established a systematic data collection system soon after the program’s start to support the development of an extensive set of performance indicators useful for tracking progress.  She tied what is measured to the program’s mission and to its multiple objectives followed in pursuit of the mission.  As background, she also explained when various inputs, outputs, intermediate outcomes, and ultimate impacts of ATP are expected to occur.  She next discussed how ATP has developed its systematic data collection system.  

The principal source of data for performance indicators, she explained, is a routinely administered survey tool called the “Business Reporting System” (BRS)—the focus of her presentation.  The BRS begins with a baseline report for all funded projects by organizations participating in ATP cost-shared projects.  The BRS features annual reports for all projects, which are funded by ATP for periods of up to 3 years for single-company projects and 5 years for joint-venture projects; a close-out report at the end of ATP funding; and post-project reports every other year for six years after ATP funding ends. 
A second source of data to support the construction of performance indicators is a periodic survey that includes non-winners.  These data provide control-group data, important for developing indicators relating the attribution of observed effects to ATP.  A third source of data to support construction of performance indicators are status reports of completed projects, which draw on BRS data to supplement data compiled uniformly by case-study writers.  The metrics for the completed projects are used to develop 0-4 star performance ratings for individual projects and for the portfolio of completed projects.  

Ms. Powell gave several examples of ATP’s performance indicators.  The first example was a chart comparing patents filed with the number of patents targeted annually as a performance goal.  The patents are generated by projects funded by ATP.   Patent filings, she explained, are indicative that ATP is funding innovative projects.  
The second example showed the number of technologies resulting from funded projects that are being commercialized, compared against a target number.  Trends for both of these indicators over multiple years are provided.  Commercialization activities, Ms. Powell noted, are indicative of a likelihood of future realization of economic benefits.  
The third example she gave showed the distribution of star ratings of a portfolio of 100 completed ATP projects.  The distribution showed a little more than 10% of the projects in the top category of exceptionally strong performers; a third in the second tier indicating good performance; a fourth in the bottom two categories indicating weak performance; and the remaining 27% in between, indicative of moderate or uncertain performance.
Ms. Powell concluded her presentation with a discussion of continuing challenges to the systematic collection of data for the construction of performance indicators.  The first, she said, is the challenge of maintaining the continuity of databases in the face of evolving informational needs, that is, the difficulty of managing change.  The second challenge is the balancing of shorter-term program evaluation needs with broader economic research objectives that are expected to yield important results over the longer term.  Additional challenges, she noted, are to provide effective feedback mechanisms from evaluation to project management and program design; to provide more effective ways to support evaluation requirements of executive and legislative oversight; and to achieve an effective balance among the various levels and types of evaluation studies, ranging from individual case studies to portfolio analysis.
Panelist Deborah Duran, NIH:  “Indicator Metrics”

Deborah Duran began by defining with greater precision the terminology used in this session:  “Metric” implies a quantitative measure.  “Indicator” entails the comparison of a metric against a baseline or an expected result.  

Important features of indicator metrics are that they be objective/unbiased, normalized, statistically reliable, unobtrusive, inexpensive to collect, balanced between quantitative and qualitative, appropriate, comprehensive, and discriminating.  A “guidance table for developing indicator metrics” can be helpful in moving from goals to relevant performance attributes, to metrics, to the specific measures to be used.  Indicator metrics are best developed through a process of consensus building and following a solid plan for implementation.  Pilot testing of proposed indicator metrics is advisable prior to wide-spread application.  
Dr. Duran identified a number of traps to avoid in developing and implementing indicator metrics.  Identified traps include a lack of management commitment; measuring too much and too soon; measuring too little and too late; measuring the wrong things; imprecise metric definitions that lend themselves to differing interpretations; and misinterpreting metrics data.  
Challenges to successfully using indicator metrics include getting others to understand the use and value of metrics, and to prevent the misuse of metrics.  Another challenge is to extrapolate the information to the system.  Using indicator metrics in the evaluation of science programs entails a special set of challenges, she noted.  One factor is that basic research leads to both planned and unplanned results.  How does one develop metrics in advance for the unplanned results?  Key attributes to be measured include some for which it is difficult to develop metrics, such as the level of difficulty of the scientific research.  
III-6  Using External Reviews to Provide Evidence for PART and for Improved Management

Synopsis:  External reviews are widely used by science programs to provide evidence and data, particularly for processes and for difficult-to-measure effects.  This session (designated F1/F2) examines the types of external reviews used by several agencies, as well as related issues, best practices, and challenges.

Moderator:  

Cheryl Oros, Director, Planning and Accountability; Office of the Administrator; Cooperative State Research, Education, and Extension Service (USDA)
 Panelists:

Dale Pahl, Assistant Laboratory Director for Research, Office of Research and Development (EPA)
Jeff Dowd, Planning, Budget Formulation, and Analysis, DOE Office of Energy Efficiency and Renewable Energy (DOE/EERE)


Moderator Oros, USDA:  “Introduction” 

Cheryl Oros introduced the session by providing an account of her own experience, and identifying key questions to be addressed by the panelists.  What kinds of external reviews are agencies using?  With what result?  How does external review mesh with other evaluation methods being used?  What are the major issues and challenges and best practices for more effective use of this evaluation method?
Panelist Pahl, EPA:  “Managing Environmental Research for Improved Results; Developing an Integrated Design, Accountability, and Evaluation Framework” 

Dale Pahl discussed the use of independent expert review to evaluate environmental research and to respond to PART in the broader context of the agency’s efforts to develop and implement an integrated evaluation framework.  He began by describing how logic models can be used to communicate program theory and intended outcomes—specifically how investments in environmental research enable EPA to understand complex environmental problems needed to develop a strong scientific foundation for making decisions and achieving strategic goals.  
The research program elements are under the direct control of research executives, managers, and scientists.  The decisions of client research individuals and organizations influence how the research results are used and the subsequent results.  The intermediate- and long-term outcomes lie outside the direct influence of the program, but within EPA’s sphere of indirect influence.  Meaningful performance metrics must reflect these differences in program influence, he explained.  Hence, metrics are divided into those that measure performance in scientific quality and leadership, those for short-term outcomes which entail the successful transfer of the research results, and those for environmental outcomes which signal whether the research program ultimately contributed as intended to environmental change.
Communicating a program’s contributions to strategic goals is an important part of a successful evaluation program.  A “research synthesis product” is needed, he said, to communicate a program’s contributions.  The attributes of such a product, he related, are that it is a peer-reviewed publication that explains how research has answered a key scientific question identified in the larger program design.  It should show the linkage through the various stages, describing how knowledge and knowledge dissemination have been advanced, and how the knowledge is being used to strengthen specific environmental decisions by specific clients.  It should identify collaborating research organizations.  It should compare advances made against a baseline and against what is needed to achieve long-term goals.
With this background, Mr. Pahl focused on the use of independent expert review to evaluate program progress and results, extending from research outputs through short-term outcomes.  This is the sphere of influence that includes the program, its clients, and its partners who are using the program’s research outputs.  He suggested providing the following information to the reviewers to help them make their assessments:  the program’s multiple year plans, its logic model, research synthesis products, other performance evidence, and feedback from clients.  With reference to the program’s logic model, Mr. Pahl gave examples of evaluation questions to be put to the expert reviewers for each stage of focus.  

To assess the program’s research outputs, evaluation questions to be put to the expert reviewers include questions about the scientific quality and leadership of the research, whether key research outputs were developed and integrated as planned, whether coordination with clients, partners, and stakeholders is effective, whether the links between outputs, clients, and outcomes are clear and logical, and whether the program achieved its research performance goals.    
To assess the program’s interface with its client base, illustrative evaluation questions put to the expert reviewers include whether specifications are clear for client application, whether there is documentation in a synthesis report showing how clients have applied key outputs, if there are adequate resources to ensure effective transfer of the research knowledge, what client’s are reporting about the research outputs, and whether the program has achieved its performance goals associated with this stage of the process.

To assess the program’s short-term outcomes, examples of the evaluation questions put to the expert reviewers include whether the intended EPA client organizations were reached, whether EPA transferred the research outputs to State partners, whether the research outputs have resulted in the intended decisions and actions, whether there is strong evidence that these results are attributable to the program, how has environmental decision-making been improved, and has EPA achieved its performance goals at this stage of the process.
Mr. Pahl then related his program’s use of independent expert review respond to PART reporting requirements.  He illustrated how the program’s multi-year research plans provide documented responses to OMB’s R&D investment criteria, including relevance, performance, quality, and results.  [The reader is referred to his set of slides available at the WREN website for this series of graphical illustrations.]  
Panelist Dowd, DOE/EERE:  “External Reviews for Improved Program Management in DOE/EERE” 

Jeff Dowd explained that DOE/EERE funds over a $1 billion a year in research, technology development, demonstration, and deployment of public-private partnerships.  The program’s mission is to strengthen energy security, environmental quality, and economic vitality.  Peer review is seen by EERE as a “powerful tool for enhancing the management, effectiveness, and productivity of R&D…”  EERE defines peer review as follows:
A critical, formal and documented evaluation process using objective criteria and qualified and independent reviewers to make a judgment of the technical/scientific/business merit, the actual or anticipated results, and the productivity and management effectiveness of programs and /or projects.   (EERE’s Peer Review Guide, in draft)
Mr. Dowd gave a useful “nuts-and-bolts” overview of key elements of external reviews, illustrated with EERE examples.  He identified four types of reviews used by EERE:  (1) Merit (selection) reviews for competitive award of financial grants, (2) Peer reviews of ongoing and planned activities of projects, subprograms, and programs to ensure quality and relevance, (3) National Academy of Science external reviews, and (4) Multi-program reviews to assess the entire EERE portfolio.  
He identified seven uses of peer review:  (1) to design future programs and enhance existing efforts, (2) to make program portfolio decisions, (3) to assess program performance and productivity, (4) to identify areas to close and new initiatives to begin, (5) to strengthen the community in a subject area, (6) to provide critical information to a program, and (7) to provide performance evidence, such as for PART.  To illustrate peer review, Mr. Dowd showed a peer review summary for a list of FY2003 hydrogen projects that were subjected to merit review.  

By showing the alignment between peer review and certain PART questions, Mr. Dowd helped workshop participants see where the method can best be used to provide PART evidence.  In his experience, peer reviews are useful for providing evidence for the following eight PART questions:  1.4, 2.2, 2.4, 2.6, 2.8, 3.2, 4.1, and 4.5.  [See Appendix A for corresponding PART questions.]   
To strengthen its use of systematic peer review, EERE formed a task force to identify best practices in peer review.  The results are reported in the EERE Peer Review Guide, useful for planning, conducting, and using peer review for assessing program activities and projects according to best practices.  It does not cover merit review of proposals or multi-program review.  Mr. Dowd identified topics covered by the Guide—among them the frequency of review, selection of reviewers, conflict of interest, use of numerical scoring, and dealing with proprietary information.   
To continue to improve its peer review process, EERE is gathering data on the use of peer review and lessons learned.  According to Mr. Dowd, EERE also is establishing a forum where managers can share their peer review experiences and lessons learned.   

IV.  Views from Abroad: Requirements and Issues 

Synopsis:  Representatives from other countries were asked to share their experiences related to evaluation and accountability in a luncheon panel on December 4, 2004. 
Moderator:  

Nicholas Vonortas, Director, Center for International Science and Technology Policy, & Associate Professor, Department of Economics, George Washington University 
 Panelists:

Birgit de-Boissezon, Head of the Unit, European Commission, DG Research, A1 – Framework Programme – Evaluation Sector 
Klaus Zinöcker, Economist, Joanneum Research, & Acting Coordinator, Platform Research and Technology Policy Evaluation, Austria 

Hideo Shindo, New Energy and Industrial Technology Development Organization (NEDO), Japan 

Léa Contier de Freitas, Coordinator for Basic Industrial Technology, Ministry of Science and Technology, Brazil 

Yongsoo Hwang, Research Fellow, Science and Technology Policy Institute, Korea 
Moderator Nick Vonortas, GWU:  “Introduction”  

Nick Vonortas of GWU, introduced the five panelists who represented Austria, Japan, Brazil, Korea, and the European Commission.  He noted that Korea is a particularly interesting place to look at progress in evaluation.  It is an interesting place in part because the R&D budget is booming there—with 5% of Korea’s GDP targeted for R&D.  Evaluation in such as climate must be desirable, he suggested.  Given the short time allotted to each speaker, he moved quickly to the panelists.
IV-1  European Community Research Evaluation   

Birgit de Boissezon, who came to evaluation from a policy focus, observed, “We are facing across the two sides of the ocean the same challenges.”  Pointing out that the U.S. and Europe share the same evaluation goals of transparency, accountability, effectiveness, and efficiency of research programs, she said, “I think there really is a case for joining forces.” 

Ms. de Boissezon gave an account of European policy initiatives to integrate research in Europe.  Her overview of Framework Programme 6--extending from 2003 to 2008—reported a budget of more than 19 billion Euros over four years to fund in five programmatic areas, further divided into sub-themes.  Proposals numbered about 12,000 from 100,000 participants from more than 50 countries.  Evaluations of the proposals to determine which will be selected are on-going.  In the past, she said, there were about 10,000 projects running each year averaging about 1 million Euros in size.  She noted the emphasis of the Framework Programme on fostering collaborative as indicated by its co-financing of transnational projects with at least three partners from at least two member states.   
Turning to evaluation and reporting, Ms. de Boissezon said that the European Commission is dealing in its planning and reporting with similar issues to those mentioned by speakers from the U.S. agencies.  She described planning and evaluation efforts at three levels.  At the Commission level the focus is on policy, and evaluation efforts feature such things as the development of planning and reporting frameworks, standards, and strategic evaluations.  At the program level evaluation efforts include ex ante impact assessment, monitoring, five-year assessments, and member states impact evaluations.  At the project level, evaluation efforts include peer review selection of proposals and project monitoring.  A chart showed the time cycle for these various evaluation efforts within the context of the multi-year framework programs.  Current challenges, she said, are to make better use of evaluation; adapt new tools and approaches, emphasize better planning of evaluation; and improve and extend the compilation and use of databases.

IV-2  Evaluation of Public S&T Programs in Austria—A Brief Overview  
Klaus Zinöcker, economist, reviewed where Austria now stands in its evaluation with respect to different types of evaluation and levels of application.  There’s a long history of project evaluation in Austria, he said.  He said project ex ante evaluation was quite well developed, as well as interim and ex post program evaluation.  Monitoring, he said, is not done systematically.  He noted that there currently is an on-going evaluation of two major research promotion funds in Austria, the results of which are not yet known.  
Pointing out that Austria has no regulations such as GPRA or PART requiring evaluation, he asked “why is Austria worth a look?” The reasons it is worth looking at Austria’s efforts in evaluation, he said, stem from the active participation of its evaluators in European Networks and also in the Platform Research and Technology Evaluation, an Austrian-based organization that encourages better evaluation.  “Austria strives for excellence in evaluation,” he said.  
The Platform has been active in developing evaluation standards, he related.  These standards deal with such issues as the functions of evaluation, levels and times of evaluation, effective planning of evaluations, use of evaluation results, methods and techniques, informational materials and data sources, rules and ethics for evaluators and commissioning institutions, and credibility and impartiality.  Published by Plattform fteval; Forshchungs- und Technologieevaluierung, the standards are available in English and German, at the organization’s website.
 Mr. Zinöcker also distributed copies at the workshop.  
Mr. Zinöcker concluded his talk with two “Austrian observations:”  First, he said there is a trend away from ex post evaluation and away from impact measurement to interim evaluations with a concentration on learning.  One reason is the most likely users of evaluation in Austria are program managers and they have a different interest in evaluation than policy makers.  His second observation was that the blockbuster evaluation topic in Austria is behavioral additionality and there is a lot of conceptual and methodological work to be done on that topic.  

IV-3 Evaluation System of R&D Projects/Programs in Japan 
Hideo Shindo began with an overview of the structure of relevant public science and technology organizations in Japan, showing how NEDO fits within the Ministry of Economy, Trade and Industry (METI), and also showing the Council for Science and Technology Policy within the Bureau of Science and Technology Policy which advises the Prime Minister on S&T policy issues.  Within the Council is an evaluation Working Group.  He noted that he had made available a longer handout with more information, which is now posted on WREN’s website.   
METI and other ministries plan and implement research and development programs in their own fields, he explained.  There are S&T basic laws and plans which govern R&D, and also the Prime Minister has provided guidelines, and later a framework that covers R&D programs.  There is a requirement that the ministries conduct evaluations.  
With this government-wide overview, Mr. Shindo focused on technology evaluation in NEDO.  NEDO started its evaluation in 2001, he said.  It focuses on using peer review in conjunction with a rating method.  Important fundamentals are that evaluations be explicit, transparent, neutral, simple, and effective.  In support of these fundamentals are open panel discussions, use of external evaluators, multiple evaluation viewpoints, using a rating method and qualitative evaluation, and allowing R&D participants to answer questions or clear up misconceptions.  
Mr. Shindo described briefly NEDO’s rating system, which uses a 0-3 point range, where 3 points corresponds to an “A” rating, and 0, to a “D” rating.  There are four Items that are considered in making the ratings: (1) purpose and political positioning, (2) management, (3) results, and (4) prospect of utilization and industrialization.  He gave examples of decisions made using the rating system.  He concluded by showing several graphical representations of the rating information and explained how it is used to assist management decisions.  
IV-4 S&T Indicators for Brazil
Léa Contier said that as a developing country, Brazil faces problems the other countries may have previously faced.  The present development policy in Brazil aims at improving social inclusion, income distribution, and decreasing regional differences.  S&T plays an important role in Brazil’s development policy.  Technology innovation and its role in the development of new products and new processes are important to development.  The focus on innovation has made R&D particularly important to national policy.  

Expenditures for research and development in 2000 totaled nearly 4 billion in U.S. dollars, comprising 1.05% of GNP, and Brazil aims to double this in the next several years.  Of this the federal government’s share and industry’s share were approximately equal.  State governments provided slightly less than half of the amount the federal government provided.  
There is no centralized evaluation system in Brazil, Dr. Contier said.  The focus has been on developing S&T indicators to measure the expenditures and human resources allocated to R&D.  [Note:  These are broad S&T indicators similar to those published by the U.S. National Science Foundation for the nation, rather than the type of project/program performance indicator metrics presented in the workshop’s breakout session, E1/E2, on the topic of indicator metrics.]  The Ministry’s website (www.mct.gov.br) is a good source of information, including more than 50 different indicators.  The extensive database allows cross-country comparisons.  Brazil, for example, contributes about 1.6% of the world’s scientific indexed papers.  
Dr. Contier reported that a permanent committee on S&T indicators had been recently appointed by the Ministry.  She also noted a recent publication on S&T indicators.
  A current challenge she sees is how to monitor and measure what is being done with the private funding of R&D within the country. 
IV-5 Overview of the Evaluation of Public S&T Programs in Korea  

Yongsoo Hwang provided an overview of his country’s interest in evaluation in conjunction with program management and accountability and also in support of public policy and budgetary decisions.  With respect to program management, Mr. Hwang said the plan is to conduct ex-post evaluations of R&D programs.  He noted, however, that only a few cases of ex post evaluations have yet been done.  There is also a plan to conduct evaluations of government-sponsored R&D institutes.  Recently, he said, attention has been focused on the socio-economic analysis of the effects of large-scale R&D programs.  
Regarding evaluation for public policy and budgetary decisions, he said a goal is to conduct pre-budget review and evaluation of most R&D programs and projects that cost in excess of about 1.8 million in U.S. dollars.  These evaluations will aim at assessing program performance, checking for redundancy of projects, and are expected to lead to recommendations on budget increases and decreases.  

A new initiative he described is to institute performance management for all government programs, modeled along the lines of the U.S. GPRA requirement.  The system is just being put in place now in Korea, he related, in preparation for launching in 2005.  

Using a flow-chart, Mr. Hwang showed the interactions of the various ministries, agencies, committees and budgetary decisions makers who together plan, implement, and use the results of evaluation for pre-budget review.  The diagram suggested a closely linked, interactive decision process.

In closing, Mr. Hwang identified several issues in evaluation of particular current focus.  One was the desire to improve the ability to measure the socio-economic effects of S&T investments, rather than just the economic effects.  Another was to improve priority setting using evaluation results by overcoming the problem that evaluation is implemented unevenly among programs to be compared for priority. 
APPENDIX A.   PART Worksheet
	OMB Program Assessment Rating Tool (PART) 

	Research & Development Programs

	Name of Program:  

	Section I:  Program Purpose & Design   (Yes,No, N/A)
	 
	 
	 

	Questions
	Ans.
	Explanation 
	Evidence/Data
	Weighting
	Weighted Score

	1
	Is the program purpose clear?
	
	
	
	14%
	

	2
	Does the program address a specific interest, problem or need? 
	
	
	
	14%
	

	3
	Is the program designed to have a significant impact in addressing the interest, problem or need?
	
	
	
	14%
	

	4
	Is the program designed to make a unique contribution in addressing the interest, problem or need (i.e., not needlessly redundant of any other Federal, state, local or private efforts)?
	
	
	
	14%
	

	5
	Is the program optimally designed to address the interest, problem or need?
	
	
	
	14%
	

	6 (RD 1)
	Does the program effectively articulate potential public benefits?
	
	
	
	14%
	

	7 (RD 2)
	If an industry-related problem, can the program explain how the market fails to motivate provate investment?
	
	
	
	14%
	

	
	
	
	
	
	
	

	Total Section Score
	 
	 
	 
	100%
	0%

	
	
	
	
	
	
	

	Section II:  Strategic Planning   (Yes,No, N/A)
	 
	 
	 

	Questions
	Ans.
	Explanation 
	Evidence/Data
	Weighting
	Weighted Score

	1
	Does the program have a limited number of specific, ambitious long-term performance goals that focus on outcomes and meaningfully reflect the purpose of the program?  
	
	
	
	11%
	

	2
	Does the program have a limited number of annual performance goals that demonstrate progress toward achieving the long-term goals? 
	
	
	
	11%
	

	3
	Do all partners (grantees, sub-grantees, contractors, etc.) support program planning efforts by committing to the annual and/or long-term goals of the program?
	
	
	
	11%
	

	4
	Does the program collaborate and coordinate effectively with related programs that share similar goals and objectives?
	
	
	
	11%
	

	5
	Are independent and quality evaluations of sufficient scope conducted on a regular basis or as needed to fill gaps in performance information to support program improvements and evaluate effectiveness?
	
	
	
	11%
	

	6
	Is the program budget aligned with the program goals in such a way that the impact of funding, policy, and legislative changes on performance is readily known?
	
	
	
	11%
	

	7
	Has the program taken meaningful steps to address its strategic planning deficiencies?
	
	
	
	11%
	

	8 (RD 1)
	Is evaluation of the program's continuing relevance to mission, fields of science, and other "customer" needs conducted on a regular basis?
	
	
	
	11%
	

	9 (RD 2)
	the program identified clear priorities?
	
	
	
	11%
	

	
	
	
	
	
	
	

	Total Section Score
	 
	 
	 
	100%
	0%

	
	
	
	
	
	
	

	Section III:  Program Management  (Yes,No, N/A)
	 
	 
	 

	Questions
	Ans.
	Explanation 
	Evidence/Data
	Weighting
	Weighted Score

	1
	Does the agency regularly collect timely and credible performance information, including information from key program partners, and use it to manage the program and improve performance?
	
	
	
	9%
	

	2
	Are Federal managers and program partners (grantees, subgrantees, contractors, etc.) held accountable for cost, schedule and performance results? 
	
	
	
	9%
	

	3
	Are all funds (Federal and partners’) obligated in a timely manner and spent for the intended purpose?
	
	
	
	9%
	

	4
	Does the program have incentives and procedures (e.g., competitive sourcing/cost comparisons, IT improvements) to measure and achieve efficiencies and cost effectiveness in program execution?
	
	
	
	9%
	

	5
	Does the agency estimate and budget for the full annual costs of operating the program (including all administrative costs and allocated overhead) so that program performance changes are identified with changes in funding levels?
	
	
	
	9%
	

	6
	Does the program use strong financial management practices?
	
	
	
	9%
	

	7
	Has the program taken meaningful steps to address its management deficiencies?  
	
	
	
	9%
	

	8 (RD 1)
	Does the program allocate funds through a competitive, merit-based process, or, if not, does it justify funding methods and document how quality is maintained?
	
	
	
	9%
	

	9 (RD 2)
	Does competition encourage the participation of new/first-time performers through a fair and open application process?
	
	
	
	9%
	

	10  (RD 3)
	Does the program adequately define appropriate termination points and other decision points?  
	
	
	
	9%
	

	11 (RD 4)
	If the program includes technology development or construction or operation of a facility, does the program clearly define deliverables and required capability/performance characteristics and appropriate, credible cost and schedule goals?
	
	
	
	9%
	

	
	
	
	
	
	
	

	Total Section Score
	 
	 
	 
	100%
	0%

	
	
	
	
	
	
	

	Section IV:  Program Results   (Yes, Large Extent, Small Extent, No)
	 
	 
	 

	Questions
	Ans.
	Explanation 
	Evidence/Data
	Weighting
	Weighted Score

	1
	Has the program demonstrated adequate progress in achieving its long-term outcome goal(s)?  
	
	
	
	17%
	

	
	Long-Term Goal I:                                                  
	 

	
	Target:
	

	
	Actual Progress achieved toward goal:
	 

	
	Long-Term Goal II:                                                  
	 

	
	Target:
	

	
	Actual Progress achieved toward goal:
	 

	
	Long-Term Goal III:                                                  
	 

	
	Target:
	

	
	Actual Progress achieved toward goal:
	 

	2
	Does the program (including program partners) achieve its annual performance goals?  
	
	
	
	17%
	

	
	Key Goal I:                                                                                                                          
	 

	
	Performance Target:                                                                           
	

	
	Actual Performance:
	 

	
	Key Goal II:                                                                                                                          
	

	
	Performance Target:                                                                           
	

	
	Actual Performance:
	 

	
	Key Goal III:                                                                                                                          
	

	
	Performance Target:                                                                           
	

	
	Actual Performance:
	 

	
	
	Footnote: Performance targets should reference the performance baseline and years, e.g. achieve a 5% increase over base of X in 2000.  

	3
	Does the program demonstrate improved efficiencies and cost effectiveness in achieving program goals each year?
	
	
	
	17%
	

	4
	Does the performance of this program compare favorably to other programs with similar purpose and goals?
	
	
	
	17%
	

	5
	Do independent and quality evaluations of this program indicate that the program is effective and achieving results?
	
	
	
	17%
	

	6 (RD 1)
	If the program includes construction of a facility, were program goals achieved within budgeted costs and established schedules?
	
	
	
	17%
	

	
	
	
	
	
	
	

	Total Section Score
	 
	 
	 
	100%
	0%
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APPENDIX B.  About the Moderators and Panelists

Darrell Beschen
Education: engineering and economics at the universities of Texas and Md.  Principal for EERE responsibilities regarding PART, RDIC and Performance and their integration.  30 Years of Energy Policy and Program work at DOT and DOE. 

Howard Cantor

Howard Cantor is the Senior Budget Officer for the Office of Research and Development (ORD), US EPA.  He handles all budgetary, annual planning, and GPRA performance issues for ORD. Howard has been working on measuring performance in a Federal research organization for several years, beginning his efforts as GPRA first came into effect across the government. He has participated in a number of government-wide groups focusing on research and GPRA, including the Research Roundtable and the Research Performance Criteria Working Group. He earned his M.P.A. in environmental studies from the School of Public and Environmental Affairs at Indiana University, and his undergraduate degree from the University of Pennsylvania.

Christine Chalk

Christine Chalk has worked for the Department of Energy's Office of Science for more than 12 years in a variety of policy positions. With a background in physics and economics, and experience on Capital Hill, her current focus is on program evaluation and the societal impacts of basic research. She coordinated the Program Assessment Rating Tool activities for the Office of Science for FY04 and FY05.

Léa Contier de Freitas

Education:  B. Sc. Physics, University of São Paulo (1973); M.Sc. Radiation Physics (1977) and Ph.D. Physics (1982), University of London.

Present position:  Coordinator for Basic Industrial Technology (Metrology, Standardization, Conformity Assessment), MCT – Ministry of Science and Technology, Brazil.
Past positions:  Head, International Affairs, INMETRO (National Institute of Metrology, Standardization and Industrial Quality), Brazil; Head, Mechanical Metrology Division, INMETRO, Brazil; Advisor to the President and to the Director for Scientific and Industrial Metrology, INMETRO Brazil; Head, National Laboratory of Ionizing Radiation Metrology, CNEN (National Nuclear Energy Commission), Brazil; Researcher, National Laboratory of Ionizing Radiation Metrology, CNEN, Brazil.

My scientific background involves not only Physics, but also Biology and Medicine, which makes me look at things from a multidisciplinary point of view.  The accuracy of measurements has been the focus of my whole professional career and has led me to progress from a radiation physicist in a cancer hospital to a metrologist working with radiation standards, and then to deal with general metrology as applied to health, industry, trade, safety, consumers and environmental protection.  I have also supervised around ten M.Sc. projects and been involved in the major discussions for the establishment of a national metrology policy.  Lately, my jobs at INMETRO and at the Ministry of Science and Technology have given me the opportunity not only to take part in important national and international discussions and negotiations related to technical barriers to trade, metrology needs of the productive sectors, conformity assessment and mutual recognition agreements, but also to lead some of them and manage bilateral and regional cooperation projects.  Inside knowledge of Brazilian S & T policies, programmes, funding and structures at federal and state level is an asset to my present post.

I am also interested in cultural activities, my main hobby being botanical illustration.

Genevieve deAlmeida-Morris

Genevieve deAlmeida-Morris is a Program Analyst at the National Institute of Nursing Research.  She serves the evaluation function at the Institute, and works on the preparation and submission of Agency reports, many of which focus on program performance.  She develops the performance and outcome indicators for research programs that are applicable across NIH research programs.  She develops evaluation databases for program monitoring and improvement.  She represents NINR on the cross-NIH Planning and Evaluation Committee, and other committees of evaluation experts in the government.   Previously she worked on the evaluation of human service programs for the D.C. Government, the American Red Cross, the U.S. Agency for International Development.  In an academic program at the Uniformed Services University of the Health Sciences she developed an evaluation design to evaluate utilization management.  The demonstration evaluation study contributed an objective methodology to analyze variations in physician practice style.   
Birgit de Boissezon

European Commission, Directorate General for Research,

Head of Unit «Planning, programming, evaluation»

2001- Present:  European Commission, Directorate General for Research, head of Unit “Planning, programming, evaluation” directly attached to the Director-General, in charge of activities in the area of strategic planning, activity based management, and evaluation and monitoring of EU RTD policy and programmes

1997-2001 :
European Commission, Directorate General for Research, principal scientific officer in Framework Programme Unit in charge of the preparation, negotiation, adoption and follow-up of EU research programmes

1994-1996 :
Research and Education Counselor in Danish Permanent Representation to the EU, negotiating EU Research and Education initiatives in the context of the Council of Ministers

1987-1993: 
Danish Ministry of Research, Head of section, first Secretary to the National Committee for Scientific and Technological Documentation and Information and then responsible for the inter-ministerial co-ordination of the national position and contribution to the negotiation, adoption and follow-up of EU Research initiatives in the context of the Council of Ministers

1981-1986 : 
CNIEL (Centre National Interprofessionel de l’Economie Laitière), the French Federation of milk producers, co-operatives and industries, Head of unit responsible for a documentation centre on dairy processes, products, economy and services open to French professionals and to the public

1978-1980:
Fellow and Assistant Researcher in Danish Bilharzia Laboratory, biochemical and genetic population analyses of Schistosoma species

1979: 

Cand. Scient. in Biology, University of Copenhagen

Areas of interest : science and technology / research and development policy ; cycle of policy planning, programming, implementation and follow-up; evaluation of research policy and programmes ; management of research ; activity based management; communication, learning and education ; life sciences, environment, and sustainable development. 

Holly C. Degn

Holly came to NASA in June 2003 as a Program Analyst for Earth Science and Education programs within the Office of the Chief Financial Officer, Strategic Investments Division.  She participates in budget formulation and execution activities, and identifies programmatic and policy issues.  She also coordinates the Agency’s input to OMB’s Program Assessment Rating Tool (PART).  Previously, while working as a Senior Consultant at Booz Allen Hamilton, Holly provided research and analysis support for several research projects, including the Commercial Imagery Industrial Base Study, Space R&D Industrial Base Study, and the Space Systems Development Growth Analysis.  Holly also worked as a policy analyst for Sverdrup Technologies in support of the Assistant Secretary of the Air Force’s Office of Space Policy, Planning, and Strategy (SAF/SXP).  

Holly earned a Bachelor of Arts Degree in Physics Education from Brigham Young University and a Master of Arts Degree in Science, Technology and Public Policy with an emphasis in Space Policy from the Elliott School of International Affairs at the George Washington University.  She was the recipient of a George Washington University Honors Fellowship and an Elliott School Science, Technology and Public Policy Award.  She is fluent in French and Spanish, and is a member of Women in Aerospace.

Jeff Dowd


Jeff is a Senior Analyst in the Planning, Budget Formulation, and Analysis Office in DOE's Office of Energy Efficiency and Renewable Energy (EERE). In EERE, Jeff works in the areas of performance measurement, evaluation, and strategic planning. He also manages analysis studies that address key questions concerning transitional issues in
introducing hydrogen fuel and vehicles toward development of a future US hydrogen economy. While at DOE, Jeff has also directed studies on energy intensity indicators and conservation trends, evaluation of voluntary energy efficiency programs and climate change policies, and development of market transformation strategies for technology markets. He has served as a U.S. delegate to the UNFCCC's Annex I Expert Group on Policy Analysis, as well as delegate to several UNFCCC workshops on policies and measures. 

Prior to joining DOE in 1991, Jeff held positions with the World Bank Energy Strategies and Management Assessment Program, and as a research associate at the Center for Energy and Environmental Policy at the University of Pennsylvania. Jeff has a background in both engineering and economics and received his B.Sc. Degree in Electrical Engineering from Drexel University and holds a M.Sc. Degree in Electrical Engineering from Princeton University.

Deborah Duran

Dr. Duran is the director of GPRA and program performance monitoring at NIH in the Office of Science Policy and Planning in the office of the Director.  She was prepared for this challenge with her two prior positions at the National Cancer Institute and SAMHSA.  The focus for her doctorate was statistical analysis and research methodology. Although she claims, these skills have been gravely compromised with the task of attending meetings.  Her accomplishments are many, including the Secretary’s Award for Distinguished Service.  However, she feels nothing will feel more satisfying than conquering her current challenge of measure science.
George Gamota

George Gamota holds a Ph.D. in physics from the University of Michigan.  He has held senior research & development positions in academe, industry and government, and is well known for his work in benchmarking science and technology.  He started his career as a scientist at Bell Laboratories, and then went on to serve in the DoD being the first Director of Research in the office he established.  Subsequently, he directed the Institute of Science & Technology at the University of Michigan.  After spending 10 years in industry as a senior manager, followed by work overseas, he is currently completing a two-year research project with Irwin Feller on assessing basic research programs, and developing a set of metrics to measure performance.

Michael Holland

 

Mike Holland is a Senior Policy Analyst at OSTP working on a variety of physical sciences and engineering issues including: fusion science, the intersection of particle physics and cosmology, scientific user facilities for basic research, and R&D Investment Critreria.  He staffs the Subcommittee on Research Business Models established under the guidance of the National Science & Technology Council's Committee on Science.  He is beginning work on the Subcommittee on Large Scale Science, also under the NSTC Committee on Science.  Previously, he was the OMB examiner with responsibility for DOE's Office of Science.  Prior to coming to OMB, Mike was a postdoc at Penn State.  He earned his Ph.D. in Analytical Chemistry from the University of North Carolina and his undergraduate degrees from N.C. State University.

Yongsoo Hwang
Title: Research Fellow

Institution: Science and Technology Policy Institute (STEPI), Korea

E-mail: yshwang@stepi.re.kr 
Educational Background:  Visiting Researcher, Center for Int’l Science and Technology Policy, George Washington University, 1990-1993; M.A. in Public Administration, Seoul National University, 1980.
Professional Experience and Activities:  Vice President, Science and Technology Policy Institute (STEPI), 2001 thru 2002; Director, Department of R&D Policy Research, Science and Technology Policy Institute (STEPI), 1999 thru 2001; Vice President & General Editor, Korea Technology Innovation Society, since 2001.
Research Interests:  Technology Policy, R&D Evaluation, Cooperative R&D, Public R&D System, etc.
Gretchen Jordan

Dr. Gretchen Jordan is a Principal Member of Technical Staff with Sandia National Laboratories.  Gretchen works with U. S. Department of Energy (DOE) Energy Efficiency and Renewable Energy Office on evaluation and performance measurement, and the DOE Office of Science on innovative methods of assessing the effectiveness of basic research organizations.  She co-authored with John A. McLaughlin “Logic Models:  A Tool for Telling Your Performance Story” (Evaluation and Program Planning, February 1999) and a chapter on Logic Models for the second edition of The Handbook of Practical Program Evaluation (Sage 2003).  She has edited two special issues and published articles and book chapters on assessing R&D performance and the research environment. She has consulted with Japan’s Ministry of Economy, Trade and Industry on logic models and presented numerous workshops on logic modeling for energy program evaluators.  Gretchen has a Ph.D. in Economics.

Prior to joining Sandia, Gretchen was Chairman of the Business Administration Department at the College of Santa Fe and staff member of U. S. Senator Pete V. Domenici and the Senate Budget Committee.  She is chair of the American Evaluation Association’s Topical Interest Group on Research, Technology, and Development Evaluation.  
Bhavya Lal

Ms. Lal, a Senior Associate at Abt Associates Inc., is the Director of Abt's Center for Science and Technology Policy Studies.  Ms. Lal is an evaluation expert in the area of science and technology.  She has developed performance indicators for attributes such as innovation, interdisciplinarity, "centerness" and high-risk research for Federal government agencies including the National Science Foundation, National Institutes of Health, National Institute of Standards and Technology, and most recently the White House Office of Science and Technology Policy.  In addition to her expertise in performance measurement issues, she brings experience in evaluating multidisciplinary research, S&E workforce issues, international R&D activities, and industry-university partnerships.  Her findings have been highlighted through NSF-sponsored Issue Briefs,
conferences and symposia sponsored by IEEE, the Association for Public Policy Analysis and Management (APPAM), the Society for the Social Study for Science (4S), the American Evaluation Association (AEA), the UN, and the World Bank.  Ms. Lal has a bachelor's and a master's degree in nuclear engineering from MIT, as well as a master's degree from MIT's Technology and Policy Program.

Carl J. Metzger

I have 48 years experience in major corporations (Mobil and Kaiser) and government contracting in general management, strategic planning, and performance management in 90 countries.  Since the Government Performance and Results Act was passed in 1993, I have specialized  through the Government Results Center in assisting federal agencies share their lessons learned and better practices in managing for results.  The Center serves approximately 10,000 government officials via free e-mail ALERTs and Notices plus via speeches to a variety of inter-agency groups, focusing particularly on Integrating Budget, Planning, Execution and Technology (including use of the PART).

Additionally in recent years I have provided agencies with consulting services through Veridian/General Dynamics, the National Academy of Public Administration, and presently Grant Thornton where I am a Senior Manager in the Enterprise Management Solutions Unit of their Global Public Sector practice.

Kathryn Newcomer 


Kathryn Newcomer is Director of the School of Public Policy and Public Administration at the George Washington University where she teaches public and nonprofit program evaluation, research design, and applied statistics. She conducts research and training for federal and local government agencies on performance measurement and program evaluation, and has consulted the governments of the United Kingdom, Ukraine, and Brazil on performance auditing.  And she has conducted evaluations for many public agencies including the U.S. Departments of Health and Human Services and Transportation. 

Dr. Newcomer has published four books, Improving Government Performance  (1989), The Handbook of Practical Program Evaluation  (1994, 2003), and Using Performance Measurement to Improve Public and Nonprofit Programs (1997), Meeting the Challenge of Performance Oriented-Government (2002), and numerous articles in journals including the Public Administration Review. She is a Fellow of the National Academy of Public Administration. 

Dr. Newcomer has won two awards for her teaching; in 1996 she was awarded the Peter Vail Excellence in Education Award and in May 2000 she received the George Washington Award.  She has received Fulbright awards in 1993 (Taiwan) and in 2001-2003 (Egypt).

Dr. Newcomer earned a B.S. in education and an M.A. in political science from the University of Kansas, and her Ph.D. in political science from the University of Iowa.   
Cheryl J. Oros

Dr. Oros joined CSREES in mid-2002 as the first Director of the new office of Planning and Accountability which was created in a reorganization to meet the Agency’s needs for strategic and annual planning and reporting.   Her vision for the new office is to meet all external planning and accountability requirements, while also meeting the planning and evaluation feedback needs of managers and decision makers at all levels.   Opportunity to make progress on this vision has occurred during the past year, as the unit has written a new strategic plan, conducted an OMB PART, and participated in the new budget-performance integration process for the latest budget cycle, while developing new performance measures and training staff in evaluation methods.

Dr. Oros has conducted evaluation work in Washington for the past 24 years.   She joined CSREES from evaluation positions at other USDA agencies (Food Safety Inspection Service Senior Evaluation Specialist and the Food and Nutrition Service Evaluation Branch Chief).  For 10 years prior to USDA, Cheryl directed national evaluation work and taught evaluation workshops at private research companies, and served as the Director of Research and Evaluation at a policy center at Georgetown University.    She also both managed evaluations and taught evaluation methods at the congressional U.S. General Accounting Office for 10 years.  Cheryl received her doctorate in psychology, specializing in applied research and evaluation at Kent State University in 1981.  
Dale Pahl

Dale Pahl serves as an assistant laboratory director for research in EPA’s Office of Research and Development and divides his time between Washington, D.C. and the Research Triangle Park, North Carolina. Dale’s current focus is on developing organizational systems that strengthen the focus on research results. Research program design, performance management, and evaluation are important elements of this challenge. 

Over the past twenty years, Dale has contributed to, and directed, research programs that investigate complex environmental problems within the United States and with international research partners. Many of these programs engaged scientists and research professionals from government, academia, and industry; several formed the scientific foundation for EPA regulatory decisions and for agency responses to environmental legislation.
Thomas M. Pelsoci

Dr. Pelsoci is the managing director of Delta Research Co., specializing in R&D performance evaluation and technology assessment, including impact studies during proof of concept, demonstration, and commercialization phases. He founded Delta Research Co. in 1991 and incorporated in 1994.

He has completed evaluation assignments for the National Institute of Standards and Technology (NIST), the National Oceanic and Atmospheric Administration (NOAA), the U.S. Department of Energy (DOE), the U.S. Department of State, and the Winthrop Rockefeller Foundation. 

His prior experience includes positions as R&D engineer at TRW Inc., research associate at the Case Systems Research Center, management consultant in the high technology practice of Bearing Point (KPMG Peat Marwick), and vice president at the First National Bank of Chicago. He received a degree in Mechanical Engineering from Case Western Reserve University and a Ph.D. in Public Policy & Administration from the University of Minnesota.  
Cleve B. Pillifant

Executive Director, Project Management, Management Concepts, Inc., 8230 Leesburg Pike, Suite 800, Vienna, VA 22182

(Bio not provided.) 
Jeanne Powell

Jeanne Powell is Senior Economist in the Economic Assessment Office, Advanced Technology Program (ATP), National Institute of Standards and Technology.  As Group Leader in the Economic Analysis Group (1998-2003), she developed and implemented data collection and metrics systems for ATP’s program evaluation plan.  She developed ATP’s Business Reporting System and has published a number of reports of ATP progress, including Different Timelines for Different Technologies (2002), Development, Commercialization, and Diffusion of Enabling Technologies:  Progress Report (2000), Business Planning and Progress of Small Firms Engaged in Technology Development through the Advanced Technology Program (1999), and Development, Commercialization, and Diffusion of Enabling Technologies:  Progress Report for Projects Funded 1993-1995 (1997).  Recently retired from NIST, she continues to work for ATP part time managing numerous contractor evaluation studies, developing methodologies for applying benefit-cost methodologies to groups of ATP-funded industry R&D projects, and advising on performance measurement issues.  Her previous experience includes serving small businesses as a private Certified Public Accountant (CPA), performing corporate audits for regional CPA firms, performing several stints as a federal government economist, and Professor of Economics, Business Statistics and Accounting with Montgomery College. 

Craig Robinson

Craig Robinson is Senior Advisor for Performance Assessment at the National Science Foundation (NSF).  Dr. Robinson was a research scientist at the Harvard-Smithsonian Center for Astrophysics and later at the Marshall Space Flight Center on NASA’s Compton Gamma Ray Observatory before arriving at NSF in 1998. He received his Ph.D. in Astronomy and Astrophysics concentrating on multiwavelength analysis of collapsed objects (black holes, neutron stars and white dwarfs). At NSF, he has held several positions including Senior Advisor for eGovernment and Chief of External Systems, where he led NSF’s effort to perform all its basic interactions electronically with the science and education communities.  He has authored over 60 publications in science and technology. 
Herb Schlickenmaier

Mr. Schlickenmaier is the Team Lead for Programs & Policy Integration for the NASA Headquarters Office of Aerospace Technology. He is responsible for establishing program policy for the Aerospace Technology Enterprise consisting of program formulation, program coordination and integration, as well as assessing the progress of programs against plans across the Aerospace Technology Enterprise. He is also responsible for establishing policy and standards with the Aeronautics Technology, Innovative Technology Transfer Partnerships, Mission and Science Measurement, and Space Launch Initiative Themes and their associated programs.  In 1996, Mr. Schlickenmaier was selected to serve on the White House Commission on Aviation Safety and Security, and was responsible for aviation safety and advanced air traffic technology activities on the Commission staff. Mr. Schlickenmaier is the recipient of the NASA Exceptional Service Medal in 1997. Mr. Schlickenmaier has been associated with federal research and development in aerospace and aviation for his 30-year career. He received his Bachelor of Science in Aerospace Engineering from the University of Maryland, College Park, in 1975.
David Schurr

David Schurr is the acting chief of the Strategic and Performance Planning 
Branch at NASA. He manages development of the NASA Strategic Plans, 
Integrated Budget and Performance Plans, and Annual Reports. David spent 
20 years working at Johnson Space Center, working in Shuttle operations in 
Mission Control, managing Japanese and Italian module development for the 
International Space Station, and managing the U.S. development contract for 
the International Space Station. He has been leading strategic and 
performance planning at NASA Headquarters for the last year. David earned 
his MBA and MS from the University of Houston, and his BS in Aerospace 
Engineering from the University of Notre Dame.

Hideo Shindo
Hideo Shindo is 39 years old; born in December 28, 1963 in Tokyo, Japan.  He grew up in Yokohama City, Kanagawa Prefecture, which is next to Tokyo.  He graduated from Tokyo University in 1986, with a Batchelor Degree of Arts and Sciences.  He majored in System Science.  He also studied abroad at Kennedy School of Government, Harvard University from 1992 to 1994, getting a Master Degree in Public Policy.  At that time, he concentrated at Development Policy.  
In April 1986, he entered MITI (Ministry of International Trade and Industry), which is now METI (Ministry of Economy, Trade and Industry, GOJ).  As a METI official, he was engaged in various industrial and trade policies such as negotiating and/or operating international trade and/or investment arrangements as well as implementing technical cooperation to developing countries.  He also dealt with R&D policies in the industrial technology field.  He was involved in drafting a bill to shift industrial R&D funding functions from MITI to NEDO (New Energy Development Organization, which is now New Energy and Industrial Technology Development Organization) in 1988.  He was also involved in the structural change of AIST (Agency of Industrial Science and Technology) from a Government Organization under MITI to Incorporated Administrative Agency in 2001.

He was transferred to NEDO in July 2003.  He is now Director for Research and Development Project Evaluation Planning and Coordination, Research and Development Project Evaluation Department, dealing with planning and designing a new project evaluation system such as a follow-up evaluation system on NEDO projects/programs.   
Stephanie Shipman

Stephanie Shipman is an Assistant Director of the Center for Evaluation Methods and Issues in the Office of Applied Research and Methods at the U.S. General Accounting Office (GAO). At GAO, she has evaluated various programs serving children and families, including welfare-to-work initiatives, and studied how to best meet congressional information needs. Over the past several years she has directed studies of federal agencies' performance measurement and program evaluation activities, and
demonstrated methods for solving various analytic challenges in performance assessment. Dr. Shipman received her A.B. from Princeton University and a Ph.D. in Educational Psychology, Measurement and Evaluation, from Teachers College, Columbia University. 
Stephanie Shipp

Stephanie Shipp is the Director of the Economic Assessment Office in the Advanced Technology Program at the National Institute for Standards and Technology.  She brings to ATP a background in surveys, public finance, and research.  Stephanie started her career at the Federal Reserve Board, working on the Industrial Production Index.  She then moved to the Bureau of Labor Statistics, working on the design of the Producer Price Index analytical system.  Her next challenge was leading the information and analysis work for the Consumer Expenditure Survey and collaborating on research on income and expenditure inequality and poverty measurement.  Stephanie moved to the Census Bureau in 1997 to work on developing the Industry and Occupation coding system for the Census 2000, guiding the analytical efforts for a welfare reform survey, the Survey of Program Dynamics, and spearheading a major hiring effort for her division.  On a detail to the Office of the Secretary, Office of Budget, Stephanie led the Department of Commerce Strategic Planning effort for 2000-2005.  Stephanie and the Task Force received a Bronze Medal for their Strategic Planning work.

Stephanie is active in professional organizations and is a regular presenter and discussant at the American Economic Association and American Statistical Association (ASA) annual meetings.  Currently, she is an executive member of the ASA Government Statistics Section.  In the past, she was the program chair for the National Economists Club and chair of the ASA Committee for Women in Statistics.  Stephanie enjoys biking and running, competing in triathlons and local road races.  She volunteers at Arena Stage and the Shakespeare Theatre.

Stephanie received a Ph.D. from George Washington University with specialties in public finance and demography.  She received a BA in economics from Trinity College, Washington DC.
Nicholas S. Vonortas

Nick Vonortas is the director of the Science, Technology and Public Policy graduate program and the director of the Center for International Science and Technology Policy of the George Washington University’s Elliott School of International Affairs in Washington D.C. He is also an Associate Professor at the Department of Economics of the same University. He has received a Ph.D. and an M.Phil. in Economics from New York University, an M.A. in Economic Development from Leicester University (U.K.), and a B.A. in Economics from the University of Athens.

Professor Vonortas’ teaching and research interests are in industrial organization, in the economics of technological change, and in science and technology policy. He specializes on strategic partnerships, innovation networks, technology transfer, technology and innovation policy, and the appraisal of the socio-economic returns of R&D programs. He has written extensively on these topics and has spoken to a wide variety of audiences at professional meetings and universities, international conferences, and other settings.

Bill Valdez
Bill Valdez has been Director of Planning and Analysis in the Office of Science since 1999.  His responsibilities include corporate strategic planning, budget planning, and R&D evaluation.  In addition, Mr. Valdez has been leading a research effort that is designed to:

Improve the management practices of Federal basic research organization, 

Establish credible outcome measures for basic research, and

Create new portfolio evaluation tools that will assist with the management of diverse research portfolios. 

Mr. Valdez has held various positions at the Department of Energy (DOE) since 1994, including serving as executive director of the DOE R&D Integration Council and developing evaluation techniques for technology transfer programs.   Mr. Valdez also served on a detail at the White House Office of Science and Technology Policy from 1998-99.  His responsibilities included developing interagency technology initiatives; preparing multi-agency reports on scientific workforce and international energy initiatives; and, monitoring agency energy sector activities.

Prior to working at DOE, Mr. Valdez worked as a Senior Project Manager in private industry where he provided strategic planning services to Asian and European multinational corporations. 


Mr. Valdez received a Bachelor of Arts from the University of Texas and his Master of Arts in International Economics and Energy Policy from the Johns Hopkins School of Advanced International Studies.

Bob Vallario

Mr. Vallario is a senior advisor for U.S. Department of Energy’s Office of Science.  He is the Strategic Planning Coordinator for that office and oversees various planning, policy, and evaluation studies and initiatives.  Before joining the Office of Science, he served as the Deputy Director for Technology Policy and as the Deputy Director for the Office of Strategic Planning for DOE.  Earlier in his career, Mr. Vallario was a program manager at Science Applications International Corporation, and before that he served as research scientist and program manager for the Pacific Northwest National Laboratories, including a multi-year assignment at the Battelle Washington Office.  He was awarded a fellowship and completed his M.S. degree in Environmental Sciences from Northwestern University, and holds his B.S. degree from the University of Florida.   

Denise Lindsey Wells

Ms. Wells is the Director of the Center for Accountability and Performance at the American Society of Public Administration.  Earlier this year, she retired from the Department of the Navy after 28 years of service.  

In DOD, Ms. Wells held various positions with both the Air Force and Navy.  She began her civil service career at Charleston Air Force Base, Charleston, SC, and completed her service in the Navy Secretariat, serving as an internal strategic planning consultant to both the Assistant Secretary of the Navy for Manpower and Reserve Affairs and the Under Secretary of the Navy.  She has extensive experience as a strategic planning facilitator to senior civilian executives and military leaders in the Navy and Marine Corps.  

In addition to many articles, Ms. Wells has co-authored A Handbook for Strategic Planning and written Strategic Management for Senior Leaders: A Handbook for Implementation.  She is a 1995 Fellow with the Council for Excellence in Government and from 1996 until 1998, she served that organization as a Co-coach for their Fellows Program.  Additionally, she is a graduate of the University of Maryland’s National Leadership Institute.  

Ms. Wells has received numerous awards including an Award of Merit from the Society for Technical Communication, Washington, DC Chapter, for A Handbook for Strategic Planning.  She was presented the prestigious Superior Civilian Service Award by the Under Secretary of the Navy.  
Chris Wye

Chris Wye is a recognized expert on performance based management. He spent 20 years in the Senior Executive Service in the Federal Government leading policy, evaluation, monitoring, and management functions. From 1994 to 2003 he spent at the National Academy of Public Administration where he founded the  Center for Improving Government Performance and The Performance Consortium, and The Performance Conference. He is now Performance Based Management Practice Leader at Management Concepts, Incorporated. He has written and lectured extensively and is nationally recognized as a leader in the field of performance based management.

Klaus Zinöcker

Klaus Zinöcker, Joanneum Research & Plattform Forschungs- und Technologieevaluierung.  An economist by profession, he joined the Institute for Technology and Regional Policy in 1998, after having worked as freelancer for Joanneum Research and as affiliate at the Austrian Institute for Advanced Studies before. Since 2001, he is acting co-ordinator of the Plattform Forschungs- und Technologieevaluierung GesbR (Platform Research and Technology Policy Evaluation) and editor of the Plattform Newsletter. Present work includes the design and the implementation of evaluation and monitoring systems in technology policy programs and formulating standards of evaluation in Austria’s Research and Technology Policy. 

klaus.zinoecker@joanneum.at
www.fteval.at & www.joanneum.at 

About the Summary Report’s Author:  Rosalie Ruegg

 Rosalie Ruegg is Managing Director, Technology Impact Assessment (TIA) Consulting, Inc., a small woman-owned company that provides evaluation of R&D and technology programs at the federal, state, and international levels. Prior to founding TIA Consulting, Ms. Ruegg was Director of the Economic Assessment Office of the U.S. Department of Commerce’s Advanced Technology Program. She developed and implemented a comprehensive evaluation program, and also led and served on boards responsible for assessing industry-led projects for more than $1 billion of Federal awards, and convened panels of industry executives, business specialists, and senior economists to provide advice on the business and economic merit of industry proposals. Other positions she has held are senior economist in the National Institute of Standards and Technology’s Center for Applied Mathematics, where she led an award-winning, multi-sector impact study for Congress; college instructor in economics; short-course developer; and financial economist for the Federal Reserve Board of Governors. She specializes in the development, refinement, and application of evaluation methods for application to R&D investments. She plans and conducts impact studies of programs and projects, develops evaluation strategies, advises clients on their evaluation requirements, reviews studies for clients, organizes and presents workshops and training in fields of interest, serves on national committees and editorial boards, and frequently speaks on evaluation. A former member of the Federal Senior Executive Service, she received degrees in economics from the Universities of North Carolina and Maryland, and an MBA from The American University. A Woodrow Wilson Fellow and a member of Phi Beta Kappa, she received the Department of Commerce’s Gold and Silver Medal Awards and the 2001 Wellington Award. 
WREN Contact Information
For additional information regarding WREN or to discuss future WREN projects, research, and other opportunities, please contact the WREN Program Manager, Christopher O’Gwin at the United States Department of Energy’s Office of Science at Christopher.O’Gwin@science.doe.gov.  You may also visit the WREN web site at http://www.science.doe.gov/sc-5/wren/index.html. 
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Overview of Particulate Matter Logic Model:                                                           Understanding Outcomes Helps to Establish Value of Research Activities and Outputs

Activities

		Describe source- receptor relationships



		Exposure and	 epidemiology of PM health effects



		Clinical and toxicology studies of PM health effects



		Development of PM atmospheric models, emission inventories, and FRM methods to support SIP development and standard implementation









Customers

Reached

Short-term

Outcomes

		Scientific      Community





		Provide sound science to support PM NAAQS 



		Ambient PM2.5 shown to be a reasonable predictor of corresponding personal exposures and improved predictor for health outcomes



		Improved ability to link emission sources to ambient PM and effects



		Applied new tools in Supersites and speciation network to better characterize regional and local PM source-ambient relationships



		EPA Program Offices (OAR)



		States



		Regulated Community



		States better able to prepare SIPs and determine control strategies, and measure PM status



26



Outreach & Effective Transfer

CENR, NARSTO, STAR Research Centers, Supersite & speciation network, ORD Reports, PM websites, scientific conferences & workshops, scientific publications



		Identification of hazardous PM components, susceptible populations, and plausible biological mechanisms to explain PM health effects





		FRM, Emission inventories, Models3/CMAQ



		Source profiles & size dist’n data for source types representing                      70% of US emissions



Outputs

		Model that links PM emission sources, monitoring, and human exposure to PM and its components



		Databases and models that link ambient exposure, personal exposure,  human health effects







Intermediate

Outcomes

Long-term

Outcomes

		Identification of important PM sources for regulation



		Additional protective strategies (pollution alerts)



		Fewer air pollution related hospitalizations and respiratory symptoms



		Reduced mortality and morbidity due to PM exposure at reasonable control costs





Environmental Indicators

		State implementation control strategies result in improved air quality





Performance Measurement



















Externalities

Congressional appropriation and Administration budget decisions, State appropriation and budget decisions, changes in EPA regulatory requirements, availability of investment capital, National Research Council.
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Example 2:  Patent Trees-  

One way to portray spillovers

Octahedral Machine with Hexapodal

Triangular Servostrut Section – Ingersoll Patent #5,401,128
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ADVANCED TECHNOLOGY PROGRAM




1996


5,401,128


Ingersoll


1993


1995


1997


1999


2000


2001


1998


6,203,254


Okuma


6,226,884


Renishaw


6,217,496


Ingersoll


5,575,597


Geodetic


5,538,373


Giddings &


Lewis


6,214,117


Speedline


6,206,964


Speedline


6,286,225


Schimmels


6,021,579


Schimmels


6,190,294


Toyoda


5,988,959


Horkos


6,196,081


Hexel


6,285,098


Nestler


6,241,437


Weiland


6,240,799


Hexel


6,236,451


Marioni


5,832,783


Sheldon


5,662,568


Ingersoll


5,960,672


VDW


5,979,264


Ross-Hime


5,893,296


Ross-Hime


6,206,622


Horst Witte


6,293,742


Honda


6,273,653


Huller Hille


6,267,341


Daimler


Chysler


6,284,999


Lillbacka


6,227,776


Kitamura


5,803,213


Honeywell


5,706,691


Nakata


5,681,981


Renishaw


D419,573


Mitsubishi


6,224,675


Speedline


6,025,689


Speedline


5,807,044


Honda


5,854,460


Cincinnati


5,857,815


Geodetic


5,865,576


Honda


5,919,014


VDW


5,906,461


INA


5,886,494


Camelot


5,903,125


Speedline


6,161,995


Toyoda


6,161,992


Ernst


Krause


6,135,683


Jongwon


6,099,217


Weigand


6,012,884


Renault


5,987,726


Fanuc


5,938,577


Ingersoll


5,901,936


Sandia


5,941,128


Toyoda


5,993,365


Eastman


Kodak


5,907,229


Asea


Brown


6,120,223


Howa


6,066,078


Koelblin


6,128,138


W.A.


Whitney


6,219,918


Weiland


6,283,361


Calsonic


6,237,501


Daimler


Chysler


6,263,755


NYU


6,269,546


Marposs


6,257,957


Gerber


Coburn


6,234,315


Karpisek


6,216,899


Vicari


6,224,380


IMS


6,019,226


Ace


Packaging


5,771,747


Sheldon


5,826,721


Zeon Kasai


6,047,610


Stocco


6,141,603


FKI


6,105,455


Ross-Hime


6,162,189


Rutgers


6,145,405


Renishaw


6,155,758


Weiland


5,826,721


Ace


Packaging


6,041,500


Giddings &


Lewis


6,038,940


Ross-Hime


5,556,242


Giddings &


Lewis


1994


Octahedral Machine with


Hexapodal Triangular


Servostrut Section


5,401,128


Ingersoll


6,007,631


Speedline


6,048,143


ITRI


6,059,703


Heisel
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Attachment A

				<Agency Name>

				<Program Name (as listed in the 2004 Budget)>

		1.		Recommendation		Completion Date		On Track? (Y/N)		Comments on Status

				Develop long-term performance measures.		09/01/03		Y		Measures under review in Department.

				Next Milestone		Next Milestone Date		Lead Organization		Lead Official

				Provide proposed measures to OMB for review.		07/15/03		Bureau of xxx		Pat Doe

		2.		Recommendation		Completion Date		On Track? (Y/N)		Comments on Status

				Allocate funds within program based on demonstrated needs.		9/31/03		Y		Proposed in 2004 Budget

				Next Milestone		Next Milestone Date		Lead Organization		Lead Official

				House mark.		07/30/03		Bureau of xxx		J. Jones

		0.		Recommendation		Completion Date		On Track? (Y/N)		Comments on Status

				Next Milestone		Next Milestone Date		Lead Organization		Lead Official

		0.		Recommendation		Completion Date		On Track? (Y/N)		Comments on Status

				Next Milestone		Next Milestone Date		Lead Organization		Lead Official

		0.		Recommendation		Completion Date		On Track? (Y/N)		Comments on Status

				Next Milestone		Next Milestone Date		Lead Organization		Lead Official
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PART Components*

		OMB PART for Applied R&D Programs

		Program Purpose & Design		Strategic Planning		Program Management		Program Results/ Accountability

		1.1 Purpose clear?
1.2 Address a specific  problem, interest, or need?
1.3 Not duplicative of other Federal, state, local or private efforts?
1.4 Design free of major flaws?
1.5 Effectively targeted – resources reach intended beneficiaries and/or address purpose directly?		2.1 Meaningful long-term performance measures?
2.2 Targets & timeframes for long-term measures?
2.3 Annual performance measures?
2.4 Baselines and targets for annual measures?
2.5 Partners work toward long-term goals?
2.6 Independent evaluations?
2.7 Budget requests tied to annual and long-term goals?
2.8 Correcting strategic planning deficiencies?
2.RD1 Compare program benefits to similar efforts?
2.RD2 Prioritization process for budget and funding decisions?		3.1 Regular collection of performance information to manage program?
3.2 Managers and partners held accountable?
3.3 Funds obligated timely and spent for intended purpose?
3.4 Procedures to measure & achieve efficiencies & cost effectiveness?
3.5 Collaborate and coordinate with related programs?
3.6 Strong financial management practices?
3.7 Addressing management deficiencies?
3.RD1 Allocate funds and use management processes that maintain program quality?		4.1 Demonstrated progress towards long-term performance goals?
4.2 Achieve annual performance goals?
4.3 Improved efficiencies or cost effectiveness towards program goals?
4.4 Compare favorably to similar government or private efforts?
4.5 Independent evaluations indicate that program is effective and achieving results?























PART

OMB budget review tool

OMB developed and executed

Measures outcomes/results



Objective

Standardize analysis performed by examiners

Enrich budget analysis

Hold managers accountable for performance results










